
UNCLASSIFIED 

 
UNCLASSIFIED  

 
 

 
 

Overview of STAP Algorithms  
 
 

Yunhan Dong 
 

Electronic Warfare and Radar Division 
Defence Science and Technology Organisation 

 
DSTO-TN-0992 

 
 

ABSTRACT  
 
This technical note reviews space-time adaptive processing (STAP) algorithms including 
various dimension-reduced, rank-reduced partial or sub-optimal variants as well as pseudo-
STAP algorithms. Briefly examined are also knowledge-aided (KA) STAP and elevation-
azimuth-time 3D STAP that further improve STAP performance, especially under the 
heterogeneous clutter environment and range ambiguous conditions. Imperfections of radar-
platform system deteriorating performance and limiting detection algorithms are discussed. 
Requirements on data resource and computation by each algorithm are assessed and compared. 
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Overview of STAP Algorithms   
 
 

Executive Summary  
 
 
In support of the Australian Defence Force’s acquisition of the Airborne Early Warning 
and Control (AEW&C) project and to improve the surveillance capability for its radar 
in the near future, this technical note reviews space-time adaptive processing (STAP) 
algorithms including various dimension-reduced, rank-reduced, partial-adaptive or 
sub-optimal variants, pseudo-STAP, knowledge-aided (KA) STAP, elevation-azimuth-
time 3D STAP and so on. Imperfections of radar-platform system deteriorating 
performance and limiting detection algorithms are also discussed. Requirements on 
data resource and computation by each algorithm are assessed and compared. 
 
STAP is all about obtaining an optimal coherent processing gain of 10log10(MN)dB with 
respect to the thermal noise floor, where MN is the dimension of the space-time with M 
being the number of pulses in a coherent processing interval (CPI) and N the number 
of antenna elements in azimuth. This potential processing gain may partially or fully 
disappear if processing is not carried out properly and correctly, or the radar-platform 
is not calibrated accurately.  
 
Whereas simple Doppler processing leads to a significant signal-to-interference-and-
noise ratio (SINR) loss equal to the clutter-noise ratio (CNR) for that Doppler bin, it is 
desirable to suppress clutter to remove or mitigate this SINR loss. A key processing 
principle for clutter suppression is space-time processing. Under the detection 
scenario, a target is supposed to be in the mainlobe direction, different from a sidelobe 
direction from which clutter having the same Doppler as the target is being received. 
To achieve clutter suppression in such a scenario, the sufficient and necessary 
conditions are: 

(i) received signals to contain spatial information; and  
(ii) a processor to be able to separate spatially different signals. 

 
Satisfaction of the first condition is often achieved by using a linear phased array in the 
azimuth direction. The realisation of the second condition needs involvement of space-
time processing, since unfortunately the clutter covariance matrix is spatial-temporal 
inseparable. 
 
Classical ‘full STAP’ using the diagonally-loaded covariance matrix inversion method 
provides optimal detection for Gaussian clutter but faces a few critical issues. Data and 
computational expenses are major concerns. Other potential risks include 
contamination of training data by targets and the training samples not being 
independent and identically distributed (iid) with respect to the cell under test (CUT).  
 
 



UNCLASSIFIED 

 
UNCLASSIFIED  

 
 
 
Mainly to overcome the computational and data expense requirement, quite a 
significant number of simplified sub-optimal STAP variants have been developed and 
proposed in the literature over the last 30 years. 
 
The majority of these sub-optimal STAP variants fall in the category of dimension-
reduced STAP. While details of these algorithms may vary from one to the other, they 
share the same or similar concepts and achieve similar results. The most data resource 
efficient and computation efficient, among other sub-optimal STAP algorithms, is 
probably the so-called joint-domain localised STAP which adaptively processes a few 
beams and a few Doppler bins at a time to achieve sub-optimal solutions. With limited 
support of training data and computation power, this option is probably most 
attractive.  
 
Representatives of rank-reduced STAP, such as the principle component method and 
multi-stage Wiener filter aim at achieving data resource efficient which is often critical 
especially in a heterogeneous clutter environment and for data resource limited cases. 
However, the realisation of these algorithms demands even more computation than 
classical STAP at this stage. How to simplify these algorithms to make them 
computationally efficient needs further research. 
 
Parametric adaptive matched filter and adaptive displaced phase centre antenna utilise 
the linear autoregressive technique to whiten and decorrelate space-time correlated 
clutter to simplify the processing. These algorithms are both data resource efficient and 
computation efficient.  
 
The idea of pseudo-STAP algorithms is to select training samples from historical 
measurements to ease the problem of lack of sufficient training data and to shift 
massive calculation of optimal weights to offline. The key to success of these 
algorithms is the match of the radar and platform parameters between the training 
data and the data to be processed. Parameter discrepancies (explicitly or implicitly) 
between training data and data to be processed may incur significant degradation of 
the performance. Differences in clutter environments between the training data and the 
data to be processed have ignorable effects on the detection performance.  
 
Knowledge-aided STAP is an architecture rather than an algorithm. Its application 
with STAP algorithms can result in improvement of detection performance. While its 
applications are versatile, one of its applications discussed is to assist in selection of 
training samples particularly in the heterogeneous clutter environment to exclude 
potentially contaminated or non iid samples using prior knowledge. However, adding 
the knowledge information system into the processing certainly increases the 
complexity of the detection problem and requires more computation power to resolve. 
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There might be no single algorithm that consistently performs best for all scenarios. 
Detection strategies might be designed and planned in such a way in which various 
detectors are to be used in different scenarios depends on the computation power and 
the data resource available to the system. For instance, during a manoeuvre transition 
period, platform parameters constantly change, and it might not be desirable to use 
range samples for estimating the weights. Conducting a simple Fourier transform with 
an appropriate window function to low sidelobe clutter for detection might be a fast 
and feasible solution. Bearing in mind though, this kind of detection is associated with 
a SINR loss of CNR varying with Doppler bin to Doppler bin. During a stable and level 
flying period, if clutter environment is relatively homogeneous and there is sufficient 
training data, partial STAP or full STAP may be employed depending on the 
computation power available to the system. If the system is in a routine cruise mission, 
repeats its surveillance routes, and operators are confident about radar and platform 
parameters, pseudo-STAP may be used. 
 
Imperfections of radar-platform system may severely deteriorate the overall 
performance, making the designed gaols not achievable. It is appropriate to make a great 
effort to perfect the radar-platform including antenna calibration, reduction of mutual 
coupling and near-field interferences and stability control. 
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MCARM multi-channel airborne radar measurements 
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MIT moving target indication 
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MTS moving target simulator 
MWF multi-stage Wiener filter 
OPP orthogonal projection processing 
PAMF parametric adaptive matched filter 
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PRI pulse repetition interval 
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RCS radar cross-section 
RDBMS rational database management system 
RLSTAP Research Laboratory STAP 
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SINR signal-to-interference-and-noise ratio 
SNR signal-to-noise ratio 
STAP space-time adaptive processing 
-STAP sum-difference STAP 

 

UNCLASSIFIED 



UNCLASSIFIED 
DSTO-TN-0992 

1. Introduction  

One of major missions of an airborne early warning (AEW) radar system is moving target 
indication (MTI). A moving target can be either airborne or on the ground. An AEW radar must 
mitigate the otherwise deleterious impact of ground clutter returns and jamming on moving 
target detection.  
 
In this technical note, we provide a brief overview of various techniques and algorithms 
proposed to be used by AEW radars for moving target detection. We limit our discussion to an 
AEW radar that has a side-looking array configuration.  
 
The undesired signals (interferences) for airborne radars normally consist of ground clutter or 
clutter for short (e.g., radar echoes from the ground), jamming and receiver thermal noise. In 
this technical note, jamming is not considered in the context of space-time adaptive processing 
(STAP). In general, point noise jamming signals, if existing, only require space adaptive 
processing (adaptive beamforming processing) to null and using STAP to reject jamming may 
not be a computationally efficient choice1. Therefore we assume either no jamming or jamming 
having been excluded by adaptive beamforming processing, and the resulted data to be further 
processed is jamming-free. Other clutter, such as rain clutter, cloud clutter and so on are also not 
considered, as this kind of clutter in general behaves like white noise, and its net effect is to add 
another loss to signal-to-interference-and-noise ratio (SINR). Therefore, the undesired signals 
(interferences) considered in this technical note are only composed of the ground clutter and the 
receiver thermal noise. The clutter returns are assumed to be significantly stronger than the 
thermal noise, and the detection is under a clutter-limited environment.  
 
The probability of detection, , depends on both SINR and the specified probability of false-

alarm, . Since there is a monotonic relationship
dP

faP 2 between  and SINR for a given , 

maximising SINR is tantamount to maximising . Therefore, ability to improve SINR is 

probably a primary criterion for judging a technique or an algorithm. Meanwhile the 
complexity, the cost (computation and data resource) of the realisation, as well as the reliability 
should be other criteria. 

dP faP

dP

 
Since airborne radar is moving, the ground clutter returns exhibit a Doppler spectrum in space 
(azimuth). Depending on its azimuth direction and radial velocity relative the airborne radar, a 
specific patch of clutter, has unique and deterministic front-lobe and back-lobe Doppler 
frequencies. If a moving target in a specific azimuth direction (usually in the mainlobe direction) 
has the same Doppler frequency as a clutter patch from another direction (usually in sidelobe 

                                                      
1 Having said so, there are differences between using space-only adaptive beamforming to null 
jamming and STAP to suppress jamming. For the former the detection in that direction may be 
completely lost as the null processing blinds that direction. The latter however is to suppress the 
jamming only, and a target in that direction having a high enough signal-to-jamming ratio is still 
detectable.  
2 Whilst optimal detections have a monotonic relationship, some sub-optimal detections may not. If 
such is a case, generally other steps are taken by the system to resolve the monotonic performance 
when such detectors must be used.  

UNCLASSIFIED 
1 



UNCLASSIFIED 
DSTO-TN-0992 

directions), STAP is able to separate the target signal from the clutter and hence suppress clutter 
and improve SINR.  
 
We organise this note as follows. Section 2 briefly reviews STAP and its associated problems. 
The classic full STAP using the diagonally-loaded covariance matrix inversion (DL-CMI) 
method is also introduced. Sub-optimal algorithms are then reviewed. Dimension-reduced sub-
optimal STAP variants are discussed in Section 3, and the dominant majority of various sub-
optimal algorithms can be classified into this category. Section 4 summarises rank-reduced 
STAP detectors. In general rank-reduced STAP algorithms reduce the requirement on training 
data but demand more computation power for realisation than full STAP. Parametric adaptive 
matched filter (PAMF) and adaptive displaced phase centre antenna (ADPCA) are discussed in 
Section 5. These two algorithms are an alternative to STAP and utilise linear regression 
technique to whiten and decorrelate space-time correlated signals to simplify the detection 
problem. They are both data and computational efficient, and associated with only a small 
detection loss. Discussed in Section 6 is knowledge-aided STAP (KA-STAP) that employs prior 
knowledge to assist selecting proper training data to improve the performance. Pseudo-STAP 
algorithms are discussed in Section 7. Utilising historical data and spare computation power, the 
principle of these algorithms is to shift the data and computation requirements to offline based 
on a fact that radar and platform may have the same parameters when collecting historical and 
present data. Commonly discussed STAP is a 2D (azimuth space and time) problem. In fact a 
phased array is commonly a 2D array. Therefore it is possible to collect data in 3D (azimuth and 
elevation of space, and time) and processing it in 3D which is discussed in Section 8. Additional 
processing benefit is achievable using 3D-STAP. Deterioration of detection performance caused 
by imperfections of radar-platform system including calibration error, near field interferences 
between radar and platform and so on is discussed in Section 9. Finally Section 10 concludes the 
note.  
 
 

2. Space-Time Adaptive Processing 

2.1 Optimal Weights of STAP 

STAP for radar applications can be traced back to the 1970s (Brennan and Reed 1973). It is now 
well understood with a large number of publications on this topic available in the literature, 
including Ward (1994), Klemn (2002; 2004), and Guerci (2003). A recent overview is given by 
Melvin (2004). A significant number of publications are also cited by these references. If 
undesired signals obey a multivariate Gaussian distribution, STAP is optimal in the sense of 
maximising SINR. 
 
In this section we briefly review the model of STAP in the context of a linear airborne side-
looking phased array for moving target detection with ground clutter limited conditions. The 
model also forms a base for reviewing other techniques and algorithms aimed at relaxing the 
constraints of STAP, i.e., reducing the requirement on the secondary data support and the 
computational budget.  
 
We assume the phased array discussed in this paper be a linear uniformly spaced 1D array 
aligned with the flying direction and operated in the side-looking mode. The extension of 1D 
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array to 2D array is later discussed in Section 8. After pulse compression (if employed) and 
frequency-down conversion, the received snapshot in the baseband is given by, 

T
MNMN xxxx ][ 1,11,00,10,0  x  (1) 

which is assumed to be multivariate zero mean Gaussian when there is no target present in the 
data. Element  denotes signal received by channel  and pulse ; the superscript mnx , n m T  

denotes transpose;  is the total number of channels of the array in azimuth and N M  is the total 
number of pulses in a coherent processing interval (CPI). The data sampling rate is assumed to 
be matched to the bandwidth of pulse compression processing, and that a target occupies only a 
single range-Doppler bin and the sidelobes of the target are not significant. The optimal weight 
vector of STAP is (Ward 1994), 

sRw 1 uopt   (2) 

where  H
u E xxR   is the covariance matrix of the undesired signals; the superscript H  

denotes Hermitian transpose and   is an arbitrary scalar ( 1 , thereafter). Vector s  denotes 
the spatial-temporal steering vector of the potential target which is the Kronecker product of the 
temporal steering vector  and the spatial steering vector , as, ts ss

st sss   (3) 

 T
ddt fMjfj

M
)1(2exp()2exp(1

1
  s   (4) 

 T
aas fMjfj

N
)1(2exp()2exp(1

1
  s   (5) 

where  and  are normalised temporal (Doppler) and special (azimuth) frequencies, 

respectively. 
df af

 
Assuming the clutter and thermal noise are uncorrelated, the covariance matrix  is a sum of 

the clutter covariance matrix and the thermal noise (white noise) covariance matrix, as,  
uR

IQR 2u  (6) 

where Q  is the covariance matrix of clutter,  is the intensity of thermal noise and  is an 
identity matrix

2 I
3. The covariance matrix  (mainly the clutter part) is unknown and usually 

estimated using the maximum likelihood method, by, 
uR

IxxR 


lK

k

H
kk

l
u K 1

1ˆ  (7) 

                                                      
3 This is effectively assuming that each antenna element has an independent amplifier and the thermal 
noise of the amplifier is the dominant noise source. The level of other noise, such as atmospheric noise 
is much lower than the thermal noise. 
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where the subscript  denotes range samples. It has been shown that if samples used in 
estimation are independent and identically distributed (iid) and the number of samples is 
twofold the dimension of the vector , i.e., , the resulted SINR loss will be within 

3dB, this is also referred to as the RMB rule (Reed et al. 1974). The second term is artificially 
added, known as the diagonal loading to increase the robustness of the estimation and improve 
the performance. The constant 

k

x MNKl 2

  is in the order of the system’s thermal noise level, and  is the 
identity matrix. The diagonal loading approach allows a drastic reduction in the number of 
samples needed for SINR loss being controlled within 3dB which can be achieved with the 
number of iid samples to be , where  is the dimension of the clutter subspace, i.e., 

, where  is the rank of a matrix (Li and Stoica 2006; pages 209-210).  

I

RrlK  2 Rr

)(QrrR  r 
 

To simplify notations, the over-hat for estimated quantities, such as  and  will be 

omitted, and such omission should not incur any confusion as any unknowns estimated from 
data are always the estimated quantities.  

uR̂ optŵ

 
The output of the STAP processor is, 

xwH
opty   (8) 

 
The SINR improvement of the STAP processor, , is defined as the mean power of the 

output of target signal to the mean power of the output of the undesired signal, as, 
stapSINR

sw
wRw

sw
H
opt

optu
H
opt

H
optt

stapSINR 


2

22

  (9) 

where t  is the target’s single-channel single-pulse signal-to-noise ratio (SNR). The test statistic 

for a range snapshot  is thus defined as its output power to the mean power of the undesired 
signals, as, 

x

optu
H
opt

H
opt

opt wRw

xw
2

  (10) 

When  exceeds a threshold, the presence of a target signal in  is declared. opt x

 
The above detection technique, using the diagonally-loaded covariance matrix inversion (DL-
CMI) STAP is often referred to as the classical full-rank STAP (or simply the classical STAP). 
Since it is optimal, often it serves as a benchmark when assessing and evaluating other sub-
optimal processors and the associated SINR loss incurred can be calculated at least numerically 
from either genuine or simulated datasets. 
 
2.2 Architecture of Sample data Selection 

Nearly all adaptive algorithms require sample data support to calculate associated parameters 
adaptively. The sample data is also referred to as secondary data in contrast to the primary data, 
i.e., the data to be processed for target detection. Primary data and secondary data are mutually 
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exclusive. Understandably, the secondary data are assumed to be target-free. Generally one may 
use a sliding window of a fixed length to select the secondary data (Ward and Kogon 2004). 
With the sliding window architecture, the cell under test (CUT) together with a few guard cells, 
which normally sit in the centre of the window, is excluded from the sliding window. Range 
samples covered by the window are selected as the secondary data for the CUT, and the 
window slides as the position of CUT changes. The underlying assumption for this architecture 
is that the surrounding neighbourhood cells, as the candidates of secondary data, are, if not the 
iid samples, at least the closest similar samples of the CUT. Since each CUT corresponds to a 
unique sliding window, it is computationally very expensive. On the other hand, with the fixed 
window architecture, a signal covariance matrix is estimated from a fixed window, i.e., a block 
of range samples of the CPI. The same estimates are then applied to another block of cells, rather 
than a single cell. Obviously the fixed window is much more computationally effective for a 
given algorithm. Therefore the sliding window seems to be able to provide better results at the 
expense of huge computational cost. However this was not observed when these two 
architectures were compared using both simulated RLSTAP datasets and genuine MCARM 
datasets (Dong 2006). Little gain has been seen using the sliding window against fixed window. 
This is consistent with an important feature of the clutter covariance matrix: the inverse of the 
covariance matrix is approximately invariant to changes in clutter intensities received by 
different range cells (Dong 2005a)4. In this technical note, the fixed window is the default 
architecture when estimating the computational cost as well as examining the performance. 
 
2.3 Critical Issues of STAP  

While STAP is optimal (subject to the assumed statistical distributions of data), its 
implementation over airborne radars faces three critical issues.  
 
First, it requires a significant amount of secondary data samples to support. As mentioned that a 
number of  or  iid samples is required to confine SINR loss within 3dB. The 

rank of clutter covariance matrix is given by (Brennan and Staudaher 1992),  

MNKl 2 Rl rK 2

 )1(int  MNrR   (11) 

where   is the ratio of the normalised Doppler frequency to the normalised spatial frequency, 
which is also referred to as the clutter fold-overs (Ward 1994). The above (11) is accurate only if 
(i) there is no internal clutter motion (ICM), (ii) range is unambiguous and (iii) radar is perfectly 
calibrated. In reality, because of ICM, involvement of ambiguous range and imperfection of 
radar calibration, the actual rank of the clutter covariance matrix is often much higher than the 
theoretical value of (11). Therefore, the number of required iid range samples for a good 
estimate of the covariance matrix can be in an order of hundreds or even thousands for an AEW 
radar. On the other hand, depending on the range resolution and pulse repetition frequency 
(PRF), the number of range bins the radar collects in a CPI may only be in an order of hundreds. 
In addition clutter is often heterogeneous, so range samples are also not iid and nor 
representative of CUTs. Short of sufficient iid sample data support leads to a degradation of the 
performance of STAP. 
 

                                                      
4 The covariance matrix itself, however, may changes significantly with the selection of different sample 
cells. 
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Secondly, STAP requires the inverse of the covariance matrix for construction of the optimal 
weights. The number of operational counts for matrix inversion is in an order of the cube of the 
dimension of the matrix. Airborne radars collect a CPI dwell in a fraction of a second, which 
means that the real-time radar has to process the data at the same rate. The current computer is 
generally not capable for such a fast response. 
 
Lastly, the sample data is supposed to be target-free. Without prior knowledge, it is difficult in 
real-time to satisfy this criterion, as it is a chicken-egg problem. If sample data is contaminated, 
the performance of STAP degrades. For instance, if a highway is included in the secondary data, 
the moving vehicles in the secondary data will likely mask the detection of other moving targets 
having the similar radial velocities in the primary data. It has been shown that 10-15dB 
improvement can be achieved after some prior knowledge is used, and highways have been 
excluded from the sample data in the processing (Zywicki et al. 2003).  
 
Of the above three issues, the second may be mitigated along with the fast development of 
computer technology. However, the other two remain and even become more critical in 
conjunction with larger and better airborne radar systems to be deployed in the future. Various 
proposed sub-optimal STAP variants aim at mitigating the requirement on either sample data 
support or computer cost or the both while keeping the SINR loss to minimum. 
 
2.4 Principle of Clutter Suppression by STAP 

Subsection 2.1 simply states that STAP is optimal. This subsection explains why 2D (space-time, 
or azimuth-Doppler) STAP outperforms 1D (space-only or time-only) algorithms and provides 
the maximum clutter suppression for target detection. 
 
Since the relative radial velocity between the ground and airborne radar is azimuth dependent, 
the associated clutter has a Doppler spectrum. Figure 1 depicts a clutter Doppler spectrum for a 
case where the radar is operated in a high PRF mode. As shown the radar’s unambiguous 
Doppler region  may be divided into three regions: ]2/,2/[ PRFPRF ff

 Region I, the mainlobe Doppler region. The detection scenario often assumes that the 
target is in the mainlobe direction, but has a different Doppler frequency from the 
mainlobe clutter. Therefore the detection in this Doppler region is either not considered, 
or alternatively the target signal has to be so strong to exceed the mainlobe clutter so 
that it can be detected.  

 Region II, the clutter free region ]/2,2/[ 0aPRF vf   and ]2/,/2[ 0 PRFa fv  , where 

symbols av  and 0  denote platform velocity and radar carrier frequency, respectively. 

Target signals in this region only encounter competition with thermal noise. The 
detection is relatively easy, and a standard windowed discrete Fourier transform (DFT) 
processing is generally sufficient. 

 Region III, the sidelobe clutter region, all detection algorithms for airborne radars focus 
at this region to improve the subclutter visibility (SCV). Algorithms such as STAP are 
able to fully suppress the clutter in this region if all conditions STAP requires are met, 
and hence detect target signals embedded in the clutter. As shown in Figure 1, the target 
embedded in the clutter that would not be detectable without clutter suppression will 
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becomes detectable once the clutter is suppressed. We explain how STAP is able to 
suppress clutter in the following paragraphs. 

 

0PRF-f       /2 f       /2PRF
2v  / 0a-2v / 0a

Signal level (dB)

Thermal

noise floor

Sidelobe

clutter level

Mainlobe

clutter level

Doppler

Frequency (Hz)

Clutter spectrum
Target signals

Target signal

Region II Region IRegion III Region IIRegion III  
Figure 1: Side-looking high PRF airborne radar clutter Doppler spectrum and its three regions: 

mainlobe clutter region (region I), clutter-free region (region II) and  sidelobe clutter region 
(region III) 

 
A clutter patch in the nose direction has a maximum radial velocity relative the radar, so the 
clutter received in this azimuth has the maximum Doppler frequency of 0/2 av . On the other 

hand, a clutter patch in the boresight direction (side-looking) does not have any radial velocity 
relative to the radar, so the clutter received in this azimuth has zero Doppler, and so on. The 
span of the clutter Doppler, also called clutter ridge (Ward 1994), on the azimuth-Doppler plane 
is shown in Figure 2. The detection often confined in a specific direction (usually the mainlobe 
direction) is also shown in the figure. As a consequence, the detection subspace and the clutter 
subspace are well separated on the azimuth-Doppler plane, and the overlay only happens at the 
point where the target has the same Doppler as the mainlobe clutter (the detection direction). 
Therefore, if we can design a processor that suppresses clutter at a specific spatial frequency, 
then targets having the same Doppler frequency and different spatial frequency will no longer 
be masked by the clutter and become detectable. Space-time processing is able to suppress the 
clutter for the whole Doppler band except at the crossover point. It can be seen that the 
sufficient and necessary conditions for a mechanism to suppress sidelobe clutter are: 

1. A target signal having the same Doppler as a patch of clutter has to come from a 
direction (the detection direction, usual the mainlobe direction) different from that of the 
clutter patch (sidelobe direction). 

2. The above spatial attributes have to be contained in the received signal trains 
(snapshots), and proper algorithms, such as STAP, must be employed to separate the 
target signal from the clutter to achieve clutter suppression and detect the target 
accordingly. 

 
If either of the above two conditions is not satisfied, the detection will suffer from a great SINR 
loss due to limited clutter suppression. 
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Figure 2: Clutter subspace and detection subspace mapped on the azimuth-Doppler plane 

 
 
2.5 Spatial-Temporal Inseparable Covariance Matrix 

The covariance matrix of interest (6) contains two parts, the covariance matrix of the ground 
clutter and the covariance matrix of the thermal noise. The latter is a spatial-temporal separable 
matrix, i.e., 

 nsntn IIIC  22    (12) 

 
A space-time covariance matrix  is called spatial-temporal separable, if it can be expressed by 
a Kronecker product of  (Li et al. 2008). For instance, the covariance matrix of point 

noise jamming, if its aspect and power spectral density are stationary over a CPI, is also spatial-
temporal separable, as it can be expressed by a Kronecker product of (Ward 

1994). It can be proven that if a covariance matrix is spatial-temporal separable, the 
corresponding optimal weights are also separable, and the output of the optimal processor 

C
C stCC 

jsjtj CIC 

(8) 
can be expressed by (Li et al. 2008), 

 








1

0

1

0

*
N

n
nm

M

m
mn

H xwwxwy  (13) 

 
In another words, for a temporal-spatial separable problem, finding an  optimal 
weighting vector can be simplified to finding an 

1MN
1M  temporal optimal weighting vector and 

an  spatial optimal weighting vector, respectively. The symbol * denotes complex 
conjugate.  

1N
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However, the ground clutter is spatially and temporally correlated as both the clutter intensity 
and Doppler are a function of aspect angle. As a result, the covariance matrix of the ground 
clutter cannot in general be written as a Kronecker product, and hence it is spatial-temporal 
inseparable. Since the dominant part of the covariance matrix of interest (Equation (6)) is the 
ground clutter, therefore, in general the covariance matrix of the ground clutter and thermal 
noise together is spatial-temporal inseparable. It means that any space-time cascaded 
processors, such as factored time-space (FTS), factored space-time (FST) and majority of 
dimension-reduced algorithms discussed in Section 3 are unavoidably associated with some 
SINR loss. Essentially, all cascaded processors that process data in space-domain and time-
domain separately imply the covariance matrix to be spatial-temporal separable which is 
against the nature of the covariance matrix.  
 
 

3. Dimension-Reduced STAP Approaches 

To overcome problems of full-rank STAP, numerous partially adaptive STAP are proposed in 
the last three decades, such as those references cited in Ward (1994), Klemm (2004), Melvin 
(2004) and De Greve et al (2007). Majority of these may be classified into the dimension-reduced 
STAP, partially adaptive STAP processors aiming to reduce computational cost and sample data 
support. In general, these processors will inherently incur some SINR loss (as discussed in 2.5). 
However, it is possible that these partial STAP processors may actually provide better 
performance with limited secondary data support because of much less estimation loss. This 
section discusses dimension-reduced methods and leaves rank-reduced approaches in the next 
section. Most of dimension-reduces algorithms can be classified into four categories by the type 
of non-adaptive transformation applied by the algorithms (Ward 1994; Himed 2008). Taxonomy 
of dimension-reduced STAP is shown in Figure 3. 
 

 
Figure 3: Taxonomy of dimension-reduced STAP algorithms, classified by the type of non-adaptive 

transformation applied to the CPI data (after Ward, 1994 and Himed, 2008) 

 
 

UNCLASSIFIED 
9 



UNCLASSIFIED 
DSTO-TN-0992 

The generic architecture of the dimension-reduced STAP is to transform the original 1MN  
data snapshot x to a new smaller D ector x 1  v ~  ( MND  ), and obtain the corresponding sub-
optimal weights by (Ward 1994; Melvin 2004), 

sopt
~~~ 1 Rw  (14) 

where H
k

K

k
k

l

l

K
xxR ~~1~

1



, xTx H~  and sTs  H~ , and T  is the desired dimension-reduced 

transformation matrix. 
 
3.1 Element-Space Pre-Doppler 

Element-space pre-Doppler uses K  pulses of the M pulse train (sub-CPI data) at a time to 
process the data, and reduces the dimension to  (the value of KN K  is typically 2 or 3). The 
corresponding transformation matrix is (Ward 1994; Ward and Kogon 2004), 

Np IJT  KMp ;  ; 






















KpKM

K

Kp

p

)(0

I

0

J ,,0  (15) 

 
The dimension-reduced data is adaptively processed for each sub-CPI data, followed by the 
Doppler filtering to obtain the final output. Therefore, element-space pre-Doppler is also said as 
‘adapt-then-filter’. It retains a full spatial dimension but reduces the temporal dimension by 
grouping pulses in a CPI. A simplified diagram of element-space pre-Doppler is shown in 
Figure 4. 
 

 
Figure 4: Dimension-reduced Element-space pre-Doppler STAP 

 
3.2 Element-Space Post-Doppler 

Whereas element-space pre-Doppler STAP reduces the dimensionality by processing only a few 
pulses at a time, element-space post-Doppler processes all pulses by Doppler filtering element 
by element without any adaptation, and then adaptively processes the Doppler-filtered data 
Doppler bin by Doppler bin. It is also said ‘filter then adapt’. The processing diagram is 
depicted in Figure 5. How adaptive processing part is done may be slightly different and varies 
from algorithm to algorithm. Other names for this category include post-Doppler adaptive 
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processing, multiwindow post Doppler, factored post-Doppler, factored STAP and so on. The 
transformation matrix is (Ward 1994; Ward and Kogon 2004), 

NIfT   (16) 

where f  is one or more coefficient vectors of the Doppler filter bank. 
 

 
Figure 5: Dimension-reduced element-space post-Doppler STAP 

 
3.3 Beam-Space Pre-Doppler 

In the processing of element-space pre-Doppler or post-Doppler, dimensionality reduction is 
achieved through adaptively processing only a few pulses at a time or adaptively combining a 
small number of Doppler bins on each element. In many cases, further dimensionality reduction 
can be achieved by beamforming signals prior to adaptation. Beamforming in this context is a 
spatial-only operation. In the stage of beam processing, partial of full array elements 
( ) may be selected at a time. Similarly, partial or full pulse train ( ) may 

be selected in the transformation matrix. The resulted dimension for the adaptive processing is 
. The transformation matrix may be written as (Ward 1994; Ward and Kogon 2004), 

NKs 2

st KKK 

MKt 2

GJT
~

  (17) 

where G
~

 is the desired beamforming matrix. Maximum suppression of clutter is often the 
primary consideration for the design of the beamforming matrix while using as few beams as 
possible. Typical beamforming matrices include displaced-beam (displaced phase centre) pre-
Doppler and adjacent-beam pre-Doppler (Ward 1994). Therefore, Beam-space pre-Doppler is 
also said ‘displaced phase centre pre-Doppler’ and ‘adjacent-beam pre-Doppler’. 
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Figure 6: Dimension-reduced beam-space pre-Doppler STAP 

 
3.4 Beam-Space Post-Doppler 

A diagram of beam-space post-Doppler is shown in Figure 7. Beamformed data are cascaded by 
Doppler filtering, the filtered data are adaptively combined to produce final Doppler bin output 
(Ward and Kogon 2004). This process is repeated for each Doppler bin. Beam-space post-
Doppler techniques are a combination of beam-space pre-Doppler and element-space post-
Doppler. There are a few variants in this category including displaced-filter beam-space post-
Doppler, Adjacent-filter beam-space post-Doppler and so on (Himed 2008).  
 

 
Figure 7: Dimension-reduced beam-space post-Doppler 

 
3.4.1 Sum-Difference STAP 

Sum-difference STAP (-STAP) was proposed as an efficient, affordable approach of STAP 
(Wang et al. 2004). It utilises radar’s sum channel and difference channel(s) to formulate the 
optimal weights following the similar procedure of STAP. Because only a few channels are 
involved, the processing is both computationally and data resource efficient (Wang et al. 2004). 
 
In fact, -STAP is a special form of beam-space post-Doppler. The sum and difference 
channels, whether digitally or analogously formed, are all beamformed channels without 
adaptivity. These beams are then adaptively processed using adjacent Doppler bins (Wang et al. 
2004). These channels have little capability separating spatial signals. As a result, we found that 
-STAP has SINR loss equal to CNR. The SINR loss varies with Doppler, and is equal to the 
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CNR of sidelobe clutter of that Doppler. Therefore, -STAP can only be described as an 
optimal processor in the time domain. 
 
3.5 Summary 

The above dimension-reduced STAP algorithms provide sub-optimal solutions. The aim of 
these sub-optimal algorithms is to reduce the requirement of sample data and computation. To 
achieve this, reducing the dimensionality of adaptation is a key. One of the most data resource 
efficient algorithms may be the adjacent-filter beam-space post-Doppler processor (Ward 1994), 
also called joint-domain localised STAP (Wang and Cai 1994). It performs reasonably well even 
with dimensions of  and 3sK 3tK  (Wang and Cai 1994; Ward 1994)5. Since the 

dimensionality can be dramatically reduced, these algorithms are very efficient both 
computationally and in data resource. The incurred SINR loss is generally no more than a few 
dB mostly for those Doppler bins close to the Doppler of the mainlobe clutter. Figure 8 shows 
the performance of the two-stage beam-space post-Doppler processor in comparison with the 
fully adaptive STAP, using a simulated dataset. 
 

 
Figure 8: Performance of two-stage beam-space post-Doppler processor in comparison with the fully 

adaptive STAP, using a simulated dataset) 

 
Using less sample data for adaptation in general is good. However, it may also make the 
processor to be vulnerable. If all the samples are odd, the resulted statistics from these limited 
samples are also odd which leads to possible false-alarms or missing detections. On the other 
hand, such events seldom occur if a large number of samples are used in adaptation. 
 

                                                      
5 The original joint-domain localised STAP proposed by Wang and Cai was implemented in the angle-
Doppler domain, e.g., the data in the space-time domain was first transformed to the angle-Doppler 
domain through two-dimensional discrete Fourier transform. A few adjacent beams and Doppler bins 
were adaptively processed at a time. It was said that the transformation decoupled the degrees-of-
freedom necessary for handling clutter suppression, and the clutter subspace in each localised 
processing region was much smaller than the product of . tsKK
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4. Rank-Reduced STAP Approaches 

While dimension-reduced methods apply data-independent transformations to pre-filter data to 
reduce the number of adaptive degrees of freedom (DoFs), data-dependent transformations are 
usually used by rank-reduced approaches (Melvin 2004). There are typically two methods in 
this category. One is the principle component method and the other multi-stage Wiener filter. 
 
4.1 Principle Component Method 

The eigen-decomposition of the covariance matrix is written as, 




MN

k

H
kkku

1
eeR   (18) 

where k  and  , are corresponding eigenvalue and eigenvector, respectively. 

The inverse of the covariance matrix is, 
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where  MNkk ,,1,min0    , and (19) uses the result of .  
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The output of the optimal processor (8) is, 

xeeIsxw 
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
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 for 0 k , (20) approximates as, 
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where  is the number of dominant eigenvalues of the covariance matrix. The above processor 

is also called the principle component inverse method (Melvin 2004) or simply the PC method 

(Guerci et al. 2000). Since  is a projection matrix orthogonal to the interference 

subspace, it is also called eigencanceller, or Hung-Turner technique (Li and Stoica 2006, 
Chapter 4).  

0J

H

k
J
k k 

0
1 eeI

 
Since the PC method only uses the dominant  eigenvectors to process, it requirement on 

sample data support reduces to  iid samples to maintain SINR loss within 3dB. In general, 

eigen-decomposition requires more computational resources than matrix inversion. Therefore, 
the PC method reduces the demand on secondary data, but does not have any advantages of 

0J

02J
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computing. In fact, as shown by Li and Stoica (Li and Stoica 2006, Chapter 4), the STAP using 
Diagonal-loading CMI method also only requires  range samples to be . 02J
 
4.2 Multi-Stage Wiener Filter 

The classical Wiener filter is shown in Figure 9. For a jointly complex Gaussian random process 

, the goal of the Wiener filter is to provide an estimate  which has the minimum mean 

square error (MMSE). It is well known, the coefficient vector of the filter is (Goldstein et al. 1998), 
0x 0d̂

0

1

00 dxx rRw   (22) 

where  is the covariance matrix of , i.e., 
0x

R 0x  HE 000
xxRx   and  is the cross-correlation 

of  and  , i.e., 
0d0x

r

0x 0d  *
000

dEd xr
0x

 . 
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+
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Figure 9: The classical Wiener filter 

 
To derive the multi-stage Wiener filter (MWF), we note that a linear transform of the 
observation data by a full-rank, non-singular matrix prior to the Wiener filtering does not 
modify the MMSE. This may be shown in the following. Let  be a -dimensional jointly 

complex Gaussian process with zero means, and consider a non-singular matrix  which 
transforms  to , 

0x MN

s

T

0x u

0Txu   (23) 

 
The covariance matrix of  is . Similarly, the steering vector  is transformed to 

. For the new measurement u  with the steering vector , its optimal output is, 

u H
u TTRR x0


Tsv  v

       xsRTxTsTTRuvR
xx

HH
HH

uy 111

00

   (24) 

which is identical to the output of the optimal processor for the measurement  with the 

steering vector . 
0x

s
 
Consider a particular non-singular operator  with a structure of, T
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where  is the normalised cross-correlation vector, a unit vector in the direction of , given 

by, 
1h 00dxr
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Matrix  is an 1B MNMN  )1(  operator which spans the nullspace of , such that 

0d0x
r 0hB 11 , 

and has a rank of . 1MN
 
The dimension of , after the transform, as shown in 1x

)1

Figure 10, reduces to . The 

corresponding Wiener filter coefficient vector  may be determined by estimating a 
 covariance matrix. Hence the rank of the problem reduces by 1 through a 

two-stage Wiener filter. Recursively applying this principle and structuring a multi-stage 
Wiener filter, we can significantly reduce the rank of the problem. A multi-stage Wiener filter is 
depicted in 

1MN

1w
()1(  MNMN

Figure 11, with the null conditions of 0Bs , 011 hB , …, . 0iihB
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Figure 10: Two-stage Wiener filter 
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Figure 11: Multi-stage Wiener filter 

 
Since the rank of the original problem can be significantly reduced by the multi-stage Wiener 
filter, the corresponding requirement on the number of samples to support also greatly reduces. 
Guerci et al (2000) claim that MWF can yield even a lower interference subspace than the PC 
method. According to their numerical test on genuine clutter datasets collected by the DARPA 
Mountain Top radar, the clutter rank generated by the PC method was 29 compared to 15 
resulted by MWF. They also indicate that another advantage of MWF over the PC approach is 
its robustness to errors in estimating the rank of the interference subspace. PC may suffer a 
significant degradation, compared to MWF, in performance if the interference subspace rank is 
underestimated. 
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This section briefly reviews two approaches of rank-reduced STAP, i.e., MWF and PC. In 
general, the rank reduction is data-dependent whereas the dimension-reduction reviewed in 
Section 3 is generally data-independent reduction. Another important factor to notice is that the 
two approaches introduced in this section generally demand more computation to complete 
than full STAP. At the moment, these two approaches are only data-resource efficient but not 
computational efficient. How to implement these algorithms effectively in computation 
deserves further investigation. 
 
Some authors (Melvin 2004) tend to also classify PAMF introduced in Section 5 in the category 
of rank-reduced STAP. It is true that the rank reduction of PAMF and ADPCA is data-
dependent. However, both of them are not only data-resource efficient but also computation 
efficient. Therefore, PAMF and ADPCA are reviewed in a separate section in this note.  
 
 

5. Parametric Adaptive Matched Filter and Adaptive 
Displaced Phase Centre Antenna 

5.1 Parametric Adaptive Matched Filter (PAMF) 

Parametric adaptive matched filter (PAMF) for airborne radar was proposed by researchers 
sponsored by the Air Force Research Laboratory (AFRL) (Roman et al. 2000). The modified 
version of PAMF is also available (Dong 2006). Theoretically the maximum coherent processing 
gain STAP can achieve is , and  is referred to as the dimension of the 

algorithm. PAMF has a dimension of 

)(log10 10 MN

M(

MN

Np) , where p  is the order of the PAMF, and 
typically has a value of 3–5. Therefore PAMF has a dimension loss, i.e., its maximum achievable 
coherent processing gain is slightly lower, so is the associated Doppler resolution. The modified 
version of PAMF (Dong 2006) does not have any dimension loss, and it is especially beneficial 
when M  is small. Different from STAP, PAMF employs the linear autoregressive (AR) 
processing to whiten and decorrelate the space-time correlated clutter, and the calculation of the 
adaptive parameters for the AR processing is much more effective. In consequence, PAMF has 
two advantages over STAP: it is much more computationally effective and requires much less 
sample data to support. The equivalent covariance matrix for PAMF has a dimension of  
that is significantly smaller than , (usually ). PAMF uses averaging processing in 
both the fast-time domain (average over range bins) and the slow-time domain (averaging over 
pulses). Hence firstly PAMF has a reduced size of the covariance matrix and secondly is does 
more averaging manipulations with sample data. Therefore, PAMF is much more data source 
efficient and requires much less secondary data to support compared to STAP. In contrast, 
STAP only utilises the averaging processing in the fast-time domain to estimate its covariance 
matrix.  

pN
MN pM 

 
Mathematically, PAMF assumes that the array measurements 1( ) Nm C x , 

, by the current pulse  can be estimated using the previous 1,1,  Mppm  m p  
measurements, , , as, )k(mx pk ,,1
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The AR processing is used to adaptively estimate the filter parameters , . 
Obviously, this processing requires a stationary linear system, so,  can be linearly 
regressed and independent of pulse . 
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Let us further investigate differences between STAP and PAMF. Since PAMF also utilises the 
averaging processing in the slow-time domain, it naturally requires the pulses in a CPI have to 
be stable and identical which however can be satisfied in general. A structure of the covariance 
matrix of undesired signals  is shown in uR

6
Figure 12 where each element is a  block 

submatrix, and a case of  and 

NN 
M 2p  are shown. STAP uses the whole covariance matrix 

to calculate the optimal weights whereas PAMF only selects those elements in the rectangular 
frames to estimate the weights, and discards the remaining. PAMF also carries out averaging 
processing over the frames, assuming their identification. Obviously, if the covariance matrix is 
perfectly known, the partially discard by the PAMF would result in some SINR loss. However, 
in reality, the estimated covariance matrix may not be so accurate, and making use of the whole 
by STAP may lead to some distortions and even cause some SINR loss. On the other hand, the 
partial discard by PAMF may introduce little SINR loss. 
 
According to our testing using RLSTAP datasets and MCARM datasets, the performance of 
PAMF is almost identical to STAP, except a possible few dB loss for detection at Doppler 
frequencies close to the Doppler of the mainlobe clutter (Dong 2006). A number of  range 
samples in general are sufficient to support PAMF. The computational cost is only a small 
portion of what STAP requires. If the sliding window architecture is used in processing, the 
computational cost of PAMF expressed as percentages of the cost of STAP is shown in 

pN2

Figure 13. 
It can be seen that the percentage varies as a function of element number , pulse number N M  
and number of CUT to be processed. In some cases, the computational savings can be >90%. 
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Ru(3,0) Ru(3,1) Ru(3,2) Ru(3,3) Ru(3,4) Ru(3,5)

 
Figure 12: Structure of the covariance matrix. Elements in the rectangular frames are used in PAMF 

processing, and those outside the frames are discarded and not used. 
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Figure 13: Computational cost of PAMF expressed as percentage of the cost of STAP using the sliding 
window processing architecture for processing of (a) 100 range bins and (b) 500 range bins 

 
5.2 Adaptive Displaced Phase Centre Antenna 

Displaced phase centre antenna (PDCA) processing is a technique for countering the platform 
motion induced clutter spectrum spread. The basic concept is to make the antenna appear 
stationary even though the platform is moving forward by electronically shifting the receive 
aperture backwards during the operation. For airborne radar, a typical way to achieve this is to 
adjust the radar PRF according to the platform velocity so that the first, second, etc antenna 
elements at the current pulse effectively move to, respectively, the exact positions of the second, 
third, etc antenna elements at the previous pulse, and so on. This often refers to the DPCA 
condition. In practice, even if the DPCA condition is satisfied, the clutter cancellation is still 
limited, due to various disturbances introduced by the radar, platform, and clutter environment 
(ICM, for instance) and the bandwidth of two pulses. To overcome these issues, the so called 
adaptive DPCA concept has been introduced. The conventional ADPCA algorithm proposed by 
Blum et al. (1996) which has been widely re-introduced by airborne radar textbooks (Klemm 
2002, Chapter 7; Guerci 2003, Chapter 5), unfortunately has technical flaws, and is not an 
optimal processor and consequently could have significant SINR loss (Dong 2007). Instead 
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Dong (2007) proposed a new version of ADPCA, it is in fact a combination of AR processing 
and DPCA technique. From the algorithm point of view, it is equivalent to the case of PAMF 
with . However, since it also employs the DPCA principle, its performance can match with 
a higher filtering order PAMF ( ). As explained, the lower order PAMF also means less 
computation and less sample data required.  

1p
5~3p

 
It has been found that the proposed ADPCA (Dong 2007) performs nearly as well as STAP, 
suffering at most a few dB of processing gain loss in the vicinity of the Doppler of the mainlobe 
clutter. However if there are insufficient clutter samples to accurately estimate the covariance 
matrix, the performance of STAP is severely degraded whereas the proposed ADPCA still 
performs as well as before. Mathematically STAP requires estimation of a covariance matrix 
whose size is the product of the number of antenna elements and the number of pulses in a CPI. 
On the other hand, the proposed ADPCA estimates its parameters by the use of a covariance 
matrix whose size is the number of antenna elements minus one. In addition, in estimating 
parameters, STAP uses averaging processing only in the fast-time domain, whereas ADPCA 
utilises averaging processing in both the fast-time and the slow-time domains. These two 
differences make the proposed ADPCA more robust and require far less sample data. In 
general, the parameters of the ADPCA can be satisfactorily estimated once the number of range 
samples is equal to or greater than twice the number of antenna elements. The Blum ADPCA, 
on the other hand, is not an optimum processor and its performance usually is poor and suffers 
significantly especially when the target’s Doppler is close to that of the mainlobe clutter. To 
appreciate the proposed ADPCA with reduced sample data, Figure 14 and Figure 15 compare 
detection performances of STAP, Blum’s ADPCA and the proposed ADPCA. It clearly shows 
that with reduced sample data, both STAP and Blum’s ADPCA cannot sustain their 
performance level, whereas the proposed ADPCA still robustly can.  
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(a) STAP (b) Blum’s ADPCA 

  

 
(b) Proposed ADPCA 

Figure 14: Detection results of MCARM data by the use of (a) STAP, (b) Blum’s ADPCA and (c) 
proposed ADPCA using 400 range samples. The stronger target in range bin 299 is a 
genuine moving target, and weaker target in range bin 500 is the injected artificial moving 
target. There are notably higher mainlobe clutter residuals for STAP and Blum’s ADPCA.  
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(a) STAP (b) Blum’s ADPCA 

  

 
(c) Proposed ADPCA 

Figure 15: Detection results of MCARM data by the use of (a) STAP, (b) Blum’s ADPCA and (c) 
proposed ADPCA using 21 range samples. With such reduced sample data, STAP and 
Blum’s ADPCA cannot retain their performance level whereas the proposed ADPCA suffers 
little compared to Figure 14. 

 
The second advantage of the proposed ADPCA is the savings of computation. The operational 
counts required for the proposed ADPCA has been estimated (Dong 2007). In general, it only 
requires 5-10% of the computation of STAP. In addition, since most of the computation for the 
ADPCA algorithm is linear transforms, parallel processing and/or hardware realisation can be 
easily implemented. In contrast, the dominant calculation of the STAP algorithm is the inversion 
of the covariance matrix which is not a linear transform limiting the application of parallel 
processing. In this sense, computational savings of the ADPCA algorithm is even greater than 
the simple operational counts estimation and comparison. 
 
We need to point out that ADPCA is inherently a dimensionality-loss process. Both the number 
of effective antenna elements and the number of effective pulses in a CPI are reduced by one. 
Therefore, theoretically the maximum coherent processing gain it can achieve is 

dB compared to the gain of dB for STAP. In addition, a 
few dB loss for detection at Doppler frequencies close to the Doppler of the mainlobe clutter is 
also possible. 

)]1)(1[(log10 10  NM )(log10 10 MN
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6. Knowledge-Aided STAP and Metacognitive Radar 

Discussing development of STAP for airborne radar, one needs to mention knowledge-based or 
knowledge-aided STAP (KA-STAP), initially proposed by researches of DARPA (Guerci 2004). 
KA-STAP is a key element of the knowledge-Aided Sensor Signal Processing and Expert 
Reasoning (KASSPER) program of DARPA. Typical STAP operating environments are 
heterogeneous, violating the requirement of the training data to be iid. A key issue is how to 
select representative candidates in the secondary data for estimation of the covariance matrix to 
improve performance. The covariance matrix estimation error leads to filter mismatch and 
could result in enormous SINR loss in some cases. KA-STAP utilises other resources to provide 
additional prior knowledge to enhance radar’s performance in complex, heterogeneous clutter 
environments (Guerci 2002; Melvin et al. 1998; Zywicki et al. 2003). Typical aiding knowledge 
provided to radar includes synthetic aperture radar (SAR) imagery to provide clutter maps; 
land cover and land usage (LCLU), site information and digital terrain elevation (DTE) data to 
provide heterogeneous and site-specific information to assist sorting training data. In this 
application KA-STAP utilises a priori information and implements a knowledge-aided front-
end signal processing window to smartly select secondary data samples best matching to the 
CUT to overcome or mitigate the problem of heterogeneous clutter. The resultant performance 
is therefore expected to be improved over the same STAP algorithm with blind selection of 
secondary data samples.  
 
A knowledge-aided framework proposed in (Zywicki et al. 2003) is shown in Figure 16. The 
front-end consists of knowledge resources and scenario-specific information feeding into a 
Geographic Information System (GIS) and Rational Database Management System (RDBMS). 
The front-end is connected to the signal processor in a feedback mechanism allowing multiple 
pass training and optimisation of the STAP processor for the scenario specific environment. The 
method of training, algorithm selection and inclusion of database resources is determined 
through case-based reasoning. This allows an expert reasoning system to be developed over 
time that takes advantage of benchmarked performance of STAP strategies in various 
representative environments.  
 

 
Figure 16: Framework of KA-STAP for implementation of a priori information in a front-end 

architecture (after Zywicki et al. 2003) 
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Zywicki et al. (2003) present two applications of KA-STAP in processing MCARM data. In the 
first, LULC and other information are used to remove range bins of a major highway from the 
training data. Since the removal of these range bins also removes ground moving vehicles, 
thereby improving minimum detectable velocity (MDV). In this example the intelligent training 
offers 10 to 20dB SINR improvement for those Doppler bins having the similar Doppler 
frequencies of the ground moving targets. SAR imagery is utilised in the second example to 
exclude extreme clutter discrete (large buildings, power towers etc). Discrete large returns tend 
to be under-nulled in the typical STAP implementation, leading to either high false alarms or 
low detections. After the removal of the discrete from the training data, false alarms are 
reduced, which in turn, improves the detection. 
 
In general, applications of KA-STAP are not limited only to the selection of training data. Other 
applications, such as selections of waveform, PRF, CPI, power level and so on can also be 
included in the category of KA-STAP.  
 
AFRL has conducted and sponsored a similar research program known as Airborne Intelligence 
Radar System (AIRS) (Capraro and Wicks 2010; Capraro et al. 2006; Capraro and Wicks 2004). 
Futuristic advanced intelligent radar systems will cooperatively perform signal and data 
processing within and between sensors and communications systems as shown in Figure 17. If a 
radar system is built using knowledge based techniques then there exists intelligence to control 
signal and data processing. The processors shown in the figure operate independently and 
cooperatively. For instance, radar’s frequency, waveform, antenna configuration and so on are 
controlled by the block of configuration. Clutter map and environmental information such as 
weather and jammer locations are provided. Flight profiles are preloaded and updated 
continuously from the platform’s navigation system. Information of intelligence is also available 
from intelligence community before and during a mission. The difference between knowledge-
aided radar and intelligent radar systems is that the latter is supposed to learn over time by 
monitoring the performance of different algorithms over various environments. 
 
The merging of artificial intelligence (AI) and radar signal processing is an area that AFRL has 
been pursuing for many years. As each area (AI and signal processing) advances, larger benefits 
will be obtainable by integrating AI into signal and data processing. Metacognition refers to the 
active control over the cognitive processes one uses to understand how they learn. 
Metacognitive radar or AI radar is said to be the next level of the knowledge-based radar 
(Capraro and Wicks 2010). It means that metacognitive radar should be built in such a way that 
it can its performance by learning new facts, rules and strategies especially under dynamic 
environments.  
 
Similarly, Haykin proposed cognitive radar as the next generation of radar in recent years 
(Haykin 2006). The cognitive radar is motivated by how human’s brain works, and it at least has 
the four essential processes (Haykin 2010): 

1. Perception in receiver, which is followed by action in the transmitter through feedback 
from the receiver to the transmitter to maximise information gain; 

2. Memory, which is configured to identify consequences of selections/actions taken by 
the radar receiver and the transmitter; 

3. Attention, the purpose of which is to prioritise the allocation of available resources; and 
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4. Intelligence which manifests itself in decision-making for selecting intelligent choices in 
the face of environmental uncertainties.  

 
The cognitive radar is still in the stage of high level concept debating at the moment. The 
community is eager to see such a radar to be constructed in the future.  
 
It is understood, KASSPER, metagonitive radar or cognitive radar is in general an architecture 
that cooperates and integrates sensors, processors, data and information resources as well as 
intelligence to achieve an overall better performance. On the other hand, algorithms, such as 
STAP and its variants, are essentials for processors. Therefore, any advanced radar needs the 
support of basic algorithms in fulfilment of the relevant tasks at the processor level. 
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Figure 17: Airborne intelligent radar system (after Capraro and Wicks, 2010) 

 
 

7. Pseudo-STAP Variants 

As discussed, STAP is optimal but faces three critical issues: (i) limited secondary data; 
(ii) limited computational budget and (iii) contamination of secondary data. Various dimension-
reduced and rank-reduced STAP variants aim at mitigating requirement of either sample data 
or computational cost or the both. KA-STAP employs known information to select best training 
data to match CUT and reduce or exclude contamination. Page et al (2004) suggested to use the 
past CPI data to construct the covariance matrix, which otherwise is difficult to be estimated 
accurately due to lack of homogenous range data in the current CPI. 
 
The clutter covariance matrix is collectively determined by (i) properties of clutter such as 
reflectivity, ICM and so on, and (ii) radar and platform parameters including illumination 
geometry, array configuration, wavelength, PRF, resolution, velocity, etc. If an AEW radar is in 
a cruise mode, radar and platform parameters may remain unchanged in a short period when 
collecting a number of CPI datasets. In this situation, data collected by previous CPIs may be 
used as candidates of the secondary data and the resulted weights are applied to the current 
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measurement to provide optimal or near-optimal output. In this architecture, previous 
measurements are used to generate optimal or near-optimal weights. Hence it may be referred 
to as pseudo-STAP. Since the radar and platform parameters are generally well controllable, the 
previous and historical CPI data may refer to data collected seconds, minutes, hours, days or 
even months ago. General architecture of pseudo-STAP is shown in Figure 18. This architecture 
mitigates all three critical issues of STAP mentioned above. First, numerous historical CPI data 
provides sufficient sample data. Secondly, the computation of the weights is shift to offline and 
does not compete with the current processing. Lastly, the selection of the secondary data can be 
conducted with assistance of other means to ensue sample data to be contamination-free. 
 
Under this pseudo-STAP architecture, we in particular introduce two techniques, pre-built 
STAP (PSTAP) and eigencanceller.  
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Figure 18: Architecture of pseudo-STAP 

 
7.1 Pre-Built STAP 

It has been found that the inverse of the covariance matrix of ground clutter is approximately 
invariant with respect to the changes in the clutter environment provided that radar and 
platform parameters remain unchanged (Dong 2005a). In general, changes in the clutter 
environment often results in changes in the clutter covariance matrix. However, STAP only 
requires the information of the inverse of the covariance matrix (but not the covariance matrix 
itself) that is, however, approximately invariant to changes in the clutter environment. As an 
example, Figure 19 shows two covariance matrices, simulated from two different clutter 
environments, with the differences caused by the different clutter reflectivity coefficients. In the 
figure, x-, y- and z-axes stand for row, column and the element’s value of the covariance matrix, 
respectively. Their corresponding inverses, also shown in the figure, however are highly 
correlated and approximately invariant. No visual differences are found between the two 
inverses. In fact, a numerical element-to-element analysis for the two inverses results in a 
correlation coefficient of . Details of mathematical proof for the above assertion of the 
approximately invariant inverse are given in (Dong 2005a). 

99.02 r
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(a) Real part and imaginary part of the covariance 

matrix of case 1 
(b) Real part and imaginary part of the inverse of case 1 

  

  
(c) real part and imaginary part of the covariance 

matrix of case 2 
(d) Real part and imaginary part of the inverse of case 2 

Figure 19: Significant differences exist in covariance matrices shown in (a) and (c) whereas no 
differences can be visually found in their corresponding inverses shown in (b) and (d). A 
numerical element-to-element analysis results in a correlation coefficient of  for the 
two inverses.  

99.02 r

 
Based on the assertion, a processor, called pre-built STAP (PSTAP) is proposed (Dong 2005a). 
Previous CPI data are used as the secondary data for estimation of the covariance matrix and 
the resulted optimal weights are then directly applied to the current CPI data for target 
detection. Results of the traditional full-rank STAP are used as benchmarks to gauge the 
performance of PSTAP. Though more sample data may be available for PSTAP, we used the 
same number of range samples in both STAP and PSTAP processing in this paper in order to 
have a fair comparison. 
 
To investigate performance of PSTAP, simulated datasets are generated using the high fidelity 
airborne simulation software, RLSTAP (Dong 2005b). Figure 20 compares results of STAP and 
PSTAP using the RLSTAP datasets. The result of STAP here means that the same CPI dataset 
(dataset #2) is used to estimate its covariance matrix, the weights are then applied to the same 
dataset for target detection (thought the primary and secondary data are mutually exclusive). 
On the other hand, the result of PSTAP here means that the inverse of the covariance matrix is 
estimated from one dataset (dataset #7) and then used to processing the other dataset (dataset 
#2) for target detection. The clutter environments are different for different datasets (in fact they 
were the Seattle and Washington DC areas, respectively), but the radar and platform parameters 
are the same. It can be seen that both STAP and PSTAP perform approximately the same. 
Details of clutter environments, radar and platform parameters, and how datasets were 
generated by RLSTAP may be found in (Dong 2005b). 
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(a) STAP (#2, #2) (b) PSTAP (#7, #2) 

Figure 20: Comparison between STAP and PSTAP for detecting three 1m2 targets in Dataset #2. 
PSTAP used the covariance matrix estimated from Dataset #7. 

 
Performances of STAP and PSTAP are also compared using MCARM datasets, as shown in 
Figure 21. Dataset RE050152 was processed by STAP and PSTAP. For PSTAP another dataset, 
RE050155, which has the same radar parameters and the nearly same platform parameters, was 
used for the estimation of the inverse of the covariance matrix. It can be seen that the moving 
target simulator (MTS) signals in range bin 450 have been observed by both processors. The 
strong clutter residuals, especially in near range bins resulted from the two processors having a 
similar level. These strong residuals can be further suppressed if the range effect on clutter 
returns, i.e., near range has higher clutter returns than far range bins, was considered and 
removed in the processing. Here the main point to demonstrate is that PSTAP works equally 
well as STAP, if not better (PSTAP may have more homogeneous samples to estimate the 
inverse of the covariance matrix, and hence can outperform STAP which may suffers from 
limited and heterogeneous samples).  
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(a) STAP (RE050152) 

 

 
(b) PSTAP (RE050155, RE050152) 

Figure 21: Range-Doppler maps of RE050152, processed by (a) STAP and (b) PSTAP. The moving 
target simulator (MTS) signals in range bin 450 are observed by both processors. PSTAP 
used the covariance matrix estimated from another dataset, RE050155.  
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7.2 Eigencanceller  

Using the eigen-decomposition technique, the covariance matrix can be expressed as, 
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where the eigenvectors have been sorted in such a way that the first  eigenvectors span the 
clutter subspace and the remains are for the thermal noise. Eigenvalues of clutter are assumed to 
be larger than that of thermal noise and  for white thermal noise. 
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It is well-known that the orthogonal projection can cancel interference if one chooses a 
projection matrix orthogonal to the interference (Klemm 2002, Chapter 1). Since eigenvectors of 

 and  are mutually orthogonal, if one chooses an orthogonal projection matrix, iE nE

H
nnEEP   (29) 

 
it will cancel the interference (clutter) perfectly while preserving the dimension of the vector 
space. Because ,  IEEEE  H

nn
H
ii (29) can be equally expressed as, 
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The use of orthogonal projection techniques based on eigenvector decomposition is referred to 
as eigencanceller (Klemm 2002, Chapter 1; Haimovich 1996). The weighting vector determined 
by the orthogonal projection processing (OPP) is, 

sPw opp  (31) 

 
It can be shown that the OPP processor is also an optimal processor and achieves the same 
coherent processing gains for all Doppler frequencies except at the Doppler frequency of 
mainlobe clutter (the cross point of the clutter subspace and detection subspace shown in the 
spatial-frequency and temporal-frequency plane in Figure 2) (Dong 2010).  
  
It is important to point out that the weighting vector  becomes a zero vector if the steering 

vector spans on the interference subspace, i.e., 

oppw

iEs  ( ,  is an arbitrary coefficient), 
one of the properties of orthogonal projection. In the detection subspace depicted in 

i
r
i i
R s e1s  is

Figure 2, 
the point corresponding to zero spatial frequency and zero Doppler frequency also belongs to 
the interference subspace. Hence a target in the mainlobe direction with the same Doppler of the 
mainlobe clutter will become non-detectable regardless of its radar cross-section (RCS). This is 
fundamentally different from STAP. In STAP, the processor places a notch in the interference 
direction with an exact depth required to suppress the clutter. Therefore a target in the mainlobe 
direction with the same Doppler of mainlobe clutter is still detectable by STAP provided its RCS 
is larger than that of the clutter. On the other hand, the depth of the notch OPP places in the 
interference direction is infinite. Therefore, OPP detection does not allow the detection of targets 
having the same Doppler of the mainlobe clutter. Some other means have to be incorporated to 
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include this detection. However, methods for detection of such targets are simple and 
straightforward, and do not need any sophisticated processing such as STAP.  
 
This fundamental difference between STAP and OPP may be best explained by a SINR 
comparison shown in Figure 22. To suppress clutter, both processors place a notch at the 
Doppler of the mainlobe clutter (the target detection direction). The difference lies that the depth 
of the notch STAP placed is equal to the mainlobe CNR, so any target having higher RCS than 
the mainlobe clutter is still detectable. On the other hand, the depth of the OPP notch is infinite, 
and a target having the same Doppler as the mainlobe clutter and in the mainlobe direction is 
undetectable (Dong 2010). 
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Figure 22: SINR comparison between STAP and OPP 

 
Since the STAP is also meant to detect target having the same Doppler frequency as the 
mainlobe clutter (though there will be a significant SINR loss at the mainlobe clutter Doppler), it 
requires knowledge of both the structure (eigenvectors) and the strength (eigenvalues) of the 
covariance matrix, as, 
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On the other hand, OPP does not include the detection of targets having the same Doppler 
frequency of the mainlobe clutter. Hence the weighting vector  of oppw (31) only requires the 

structure (eigenvectors) of the covariance matrix. Changes in eigenvalues of clutter do not have 
any influence on OPP! The eigenvalues are largely determined by the backscatter coefficients, or 
alternatively the single-element, single-pulse CNR for every clutter patch which is normally 
unknown a priori. Therefore, the use of OPP could provide an advantage in practice, as the 
unknown backscattering coefficients can be assumed to have arbitrary values without any 
sacrifice to the performance of the processor.  
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In general eigenvector decomposition is more computationally expensive than matrix inversion. 
Therefore OPP initially does not seem to have any computational advantage over STAP, if the 
corresponding weights need to be calculated from the same CPI data. Under the pseudo-STAP 
architecture, it is proposed to construct OPP weights using either clutter modelling or previous 
CPI data (Dong 2010).  
 
Whether it is through mathematical modelling or estimation from secondary data, construction 
of OPP weights is simpler. If the weights are constructed through the mathematical modelling, 
the unknown clutter backscattering coefficients, the most difficult part of the clutter modelling 
can be assumed to have arbitrary values. If eigencanceller is constructed using previous CPI 
data, the requirement that the clutter environments of previous CPI and current CPI are better 
to be the same or similar can be relaxed. Different clutter environments may only alternate 
eigenvalues that, however, have no effects on forming the eigencanceller. Below we show a few 
results to demonstrate the performance of off-line eigencanceller. 
 
Figure 23 shows detection test statistic for a RLSTAP dataset resulted from STAP and offline 
OPP. The offline OPP weights in this example were constructed using a clutter model, assuming 
nothing about the clutter environment is known except the radar and platform parameters. 
Note that all three targets are equally well detected by both detectors. Overall, the level of 
clutter residuals of OPP is statistically a few dB lower, since the clutter covariance matrix 
estimated by STAP using a limited number of non-homogeneous range samples would cause 
some SINR loss for STAP. A deep notch at the Doppler of the mainlobe clutter is also seen for 
OPP, one of features of OPP as discussed. 
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(b) OPP 

Figure 23: Test statistics of (a) STAP and (b) OPP. The OPP weights were constructed using a clutter 
model, and no sample data was involved. 
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STAP test statistics for MCARM medium PRF RD050575 is shown in Figure 24, where three 
targets were detected. Of them, the target in range bin 299 was a genuine moving target while 
the other two targets in range bins 350 and 450, respectively, were injected artificial moving 
targets. Strong clutter residuals along the mainlobe clutter Doppler are seen possibly due to not 
sufficient samples in estimating the covariance matrix, and the heterogeneity of the real clutter 
environment. Note that the mainlobe clutter has non-zero Doppler frequencies, due to a crab 
angle.  
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Figure 24: ‘Real-time’ STAP test statistics for MCARM RD050575. Three targets are all detected. 

 
Test statistics of the ‘real-time’ OPP (i.e., using the same secondary data as STAP to construct the 
OPP weights) are shown in Figure 25(a). It can be seen that the OPP has greater capability to 
suppress clutter. This could be an advantage of ‘real-time’ OPP over STAP at the cost of higher 
computational demand. The results of offline OPP (i.e., using clutter modelling) are shown in 
Figure 25(b). It shows that the modelling OPP does not perform as well as ‘real-time’ OPP for 
genuine radar data. This is because, many effects, such as imperfection of radar calibration, near 
field interferences between radar and platform and so on were not counted in the modelling. 
Therefore, for a real radar system, using previous CPI data to construct offline OPP is preferred 
to avoid complexity of mathematical modelling. It is expected that if a previous dataset, which 
had the same radar and platform parameters as RD050575, the result of offline OPP would have 
been the same as Figure 25(a). Unfortunately, DSTO does not have such a dataset. However, 
DSTO do have other MCARM datasets which have the same radar parameters and similar 
platform parameters. These have been used to demonstrate the performance of offline OPP 
(Dong 2010).  
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(a) ‘real-time’ OPP 
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(b) ‘offline’ OPP 

Figure 25: Test statistics of (a) ‘real-time’ OPP and (b) ‘offline’ OPP for MCARM RD050575 
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The STAP test statistic for RE050152 is shown in Figure 26(a), where the MTS signal in range bin 
450 is shown. The offline OPP weights were constructed using RE050155 that has the same radar 
parameters and similar platform parameters. The corresponding detection results are shown in 
Figure 26(b). As shown, the offline OPP has a greater capability for clutter suppression. 
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(a) ‘real-time’ STAP 
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Figure 26: (a) STAP test statistic and (b) offline OPP test statistic of RE050152. The offline OPP 
weights were constructed using the same amount of range samples from RE050155. 
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The final example show in Figure 27 is the detection test statistic for MCARM low PRF 
RE050045. It is believed that there is no moving target in this dataset, and therefore, two 
artificial 0dB SNR moving targets were injected in range bins 700 and 900, respectively. The 
results of offline OPP constructed using the same amount of range samples from RE050046 and 
RE050047 are shown in Figure 28 (a) and (b), respectively.  
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Figure 27: ‘Real-time’ STAP test statistic for RE050045 
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(b) 

Figure 28: ‘Offline’ OPP test statistic for RE050045. The weights were constructed using the same 
amount of range samples from (a) RE050046 and (b) RE050047, respectively. 

 
The above examples demonstrate that offline OPP constructed from previous CPI data perform 
approximately the same as or sightly better than STAP. Often STAP results higher residuals of 
mainlobe clutter due to insufficient suppression. On the other hand, because OPP orthogonally 
rejects mainlobe clutter, it has a much greater capability for clutter suppression and results in 
much lower clutter residuals.  
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7.3 Summary 

Pseudo-STAP uses previous CPI data to estimate the covariance matrix and construct the 
optimal or near optimal weights accordingly. Using simulated datasets and genuine airborne 
radar datasets, it has been demonstrated that the performance of pseudo-PSTAP, (PSTAP) and 
offline OPP, are approximately the same as STAP, and no significant SINR loss occurs. To 
conduct a fair comparison, the size of training samples used by STAP, PSTAP and offline OPP 
was chosen to be the same. Since pseudo-STAP may have more training samples, it is possible 
that it can outperform STAP in theory.  
 
Whether pseudo-STAP works or not depends on the condition match of the CPI data used for 
construction of the weights and the CPI data to be processed. The match here refers to radar and 
platform parameters. The match of the clutter environment is largely not required. This is 
because, (i) the inverse of the covariance matrix is approximately invariant for PSTAP and (ii) 
knowledge of the eigenvalues is not required for OPP. 
 
The robustness of pseudo-STAP needs further investigation. It is found that among many radar 
and platform parameters, the crab angle plays a critical role in the success of PSTAP and OPP. 
Since the crab angle determines the centre frequency of the mainlobe clutter. If the measurement 
of the crab angle is not accurate, PSTAP and OPP could place the clutter notch in the wrong 
position, causing higher clutter residuals and significant false-alarms breakthrough. Further 
study is required whether potential subtle position changes between antenna panel and fuselage 
or wings of the platform (due to wind, fuel level change, etc) can significantly alter near field 
interferences which lead to significant changes in the covariance matrix and hence limit or 
degrade the performance of pseudo-STAP6. 
 
 

                                                      
6 Or even STAP if the variations are rapid relative to the CPI length. 
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8. 3D Data Processing 

We have so far only focused on 2D space-time or azimuth-Doppler data processing. Airborne 
phased arrays typically are of a rectangular latticed structure. Data of antenna elements in 
elevation, if available, provides another dimension of processing, leading to so-called 3D data 
processing, i.e., elevation-azimuth-Doppler data processing. Adding elevation processing under 
some conditions can offer significant clutter suppression improvement, allowing further 
suppression of interference sources that have identical azimuth and Doppler. Obviously, when 
the number of elements in elevation reduces to one, the processing becomes the classical 2D 
space-time processing. Figure 29 depicts 1D and 2D array configurations of receiver.  
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Figure 29: Two receive array configurations: 1D-array capable for 2D azimuth-Doppler processing and 

2D-array for 3D elevation-azimuth-Doppler processing 

 
Theoretically, the achievement of further clutter suppression by adding elevation processing is 
twofold. First for close range bins, airborne targets and the ground clutter may have different 
elevation angles as shown in Figure 30. Adaptive beamforming processing in elevation thus can 
separate target signals from undesired signals, providing clutter suppression in elevation 
domain.  
 
Secondly, when radar is operated in medium and high PRF modes, the range is often 
ambiguous. If radar’s look direction is not strictly boresight (due to either an existing crab angle 
or radar’s beam being steered off the boresight), the Doppler of the ground clutter becomes 
range dependent. It means that the Doppler frequency of the unambiguous range clutter 
received by the mainlobe differs from the Doppler frequency of the ambiguous rang clutter 
received by sidelobes. For 2D STAP, the existence of ambiguous range clutter widens the 
Doppler spectrum of the mainlobe clutter. As a result, the STAP has to widen its clutter notch in 
the Doppler domain to null the clutter, which also induces an extra SINR loss for target 
detection. Since the ambiguous clutter enters the receiver via its sidelobes, differs from 
unambiguous range clutter which enters the receiver via its mainlobe, a proper adaptive 
processing in the elevation domain again can filter out the ambiguous range clutter to improve 
SINR in Doppler regions degraded by the ambiguous range clutter. 
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Figure 30: Elevation angles for an airborne target and the ground clutter may be significantly different 

for a close range bin 

 
The steering vector for 3D STAP processing may be defined as, 

ste ssss   (33) 

where  represents the spatial steering vector in elevation,  and  denote the temporal 
steering vector in Doppler and the spatial steering vector in azimuth, respectively. The 
corresponding data snapshot is also stacked accordingly. Therefore, the previously discussed 
2D STAP and its various variants can be readily extended to 3D without any difficulty. 

es ts ss

 
Adding another dimension in STAP significantly enlarges the size of the covariance matrix, and 
hence its requirement for sample data support and computational budget also increases 
significantly accordingly.  
 
Fertig and Krich (2005) show the benefits of 3D-STAP for small moving target detection using 
simulated airborne datasets. They demonstrate that the mainlobe clutter notch with respect to 
Doppler broadened by ambiguous range clutter in traditional 2D-STAP can be narrowed once 
3D-STAP is employed. As a result, the degraded the minimum detectable velocity (MDV) of 2D-
STAP is improved by 3D-STAP as shown in Figure 31. To examine the improvement of the 
detection performance, 24 0dB SNR moving targets with various Doppler were injected into a 
simulated X-band airborne radar dataset. As shown in Figure 32, while 2D-STAP managed to 
detect 11 out of the total 24, the 3D-STAP was able to detect 18 for the same threshold. It can be 
seen that the extra targets detected by 3D-STAP are those whose Doppler frequencies are close 
to that of the ambiguous range clutter.  
 

 
Figure 31: MDV degraded by ambiguous range clutter in 2D-STAP and its recovery in 3D-STAP 

(Fertig and Krich, 2005) 
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(a) 2D-STAP (b) 3D-STAP 

Primary clutter 
Doppler 
Ambiguous 
clutter Doppler 

Figure 32: Detection result comparison using 2D- and 3D-STAP. More targets are detected using 
3D-STAP. The detected targets are marked by white dots (Fertig and Krich, 2005).  

 
Similar to the mainlobe clutter, the sidelobe clutter is also correlated to the Doppler. Therefore, 
all three dimensions are mutually correlated. That is, the clutter covariance matrix of 3D STAP is 
strictly inseparable. Any separate processing or dimension-reduced processing inherently leads 
to suboptimal processing associated with a SINR loss. 
 
A hybrid 3D-STAP architecture is proposed by Hale et al (2002). In order to reduce the size of 
dimension, the 3D problem is simplified to three cascaded processing stages as shown in 
Figure 33. It can be seen that it is an extension of traditional 2D factored time-space technique 
(FTS), and the beamforming in elevation as the first-stage is added. The 2D FTS technique is also 
popularly referred to as adaptive element-space post-Doppler processing. As stated, since the 
clutter covariance matrix is inseparable, this sub-optimal processing simplification is associated 
with a SINR loss, predominately in the Doppler region close to the Doppler of the mainlobe 
clutter. Nevertheless, through tests on simulated datasets, the authors demonstrated that 17-
20dB SINR improvement can be achieved based on the test using their simulated datasets where 
ambiguous range clutter exists. The authors claim that the SINR loss inherently incurred in the 
2D FTS method can be effectively mitigated or reduced by adding the elevation processing 
without increasing secondary data support (since the dimension of the adaptive part remains 
the same). Improved performance over a 2D full STAP was also demonstrated by adding the 
elevation processing for the range unambiguous clutter case.  
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Figure 33: Hybrid 3D architecture incorporating elevation beamforming proposed by Hale et al (2002) 
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9. Effects of Imperfections of Radar-Platform System 

While adaptive processing may be able to mitigate effects of some imperfections of radar-
platform system, so far the effects on the radar performance have not yet been explicitly 
discussed. 
 
Phased-array radar is a complex system. Its amplitude and phase calibration is a challenge 
process for the radar industry because of mutual coupling among array elements. When the 
array is mounted onto a platform, the radar-platform system becomes even much more complex 
and difficult to calibrate, because there are unavoidable near-field interferences between the 
array and the platform. In consequence, channel imperfect calibration, channel mutual leakage, 
near field interference are all contributing factors that not only alter the clutter covariance matrix 
but also degrade radar performance in some cases. Some effects of imperfections have been 
discussed (Guerci 2003, Chapter 4; Dong 2008). 
 
The overall imperfections may be represented by a calibration error for each channel, and may 
be divided into three types (Dong 2008). 
 
Type 0 error – the calibration error is unknown but remains constant over an extended period 
(many CPIs). This kind of error may be measured /compensated by data processing or 
addressed by pseudo-adaptive processing and history based training. 
 
Type I error – the calibration error is random, unknown but remains constant for all pulses in a 
CPI. This error in general does not incur a significant SINR loss in adaptive processing. On the 
transmitting side, the calibration error distorts the beam pattern, notably a lower mainlobe and 
higher sidelobes. The lower mainlobe usually results in a lower return of the target signal and 
consequently a loss of SINR. However, the deterioration of the mainlobe in general should be 
within a few dB for a realistic radar system. On the receiving side, the higher sidelobes resulting 
in higher clutter returns. However, STAP is able to suppress clutter. Therefore, for adaptive 
processing, this type of error does not cause any significant SINR loss. 
 
Type II error – the calibration error is random, unknown and varying from pulse to pulse for a 
CPI. The effect of this type of error is usually twofold. First, it increases the number of 
eigenvalues of the clutter covariance matrix, and hence requires more sample data to support 
adaptive processing. Secondly, it increases the system’s noise floor. For a perfectly calibrated 
system, the noise floor (uncorrelated and uniformly distributed in the space-time domain) is 
only the thermal noise of the system. Type II error could equivalently produce a white-noise-
like component, acting like the thermal noise, and hence increases the system’s noise floor. Since 
white noise is not suppressible, Type II error calibration may result in a significant SINR loss. 
 
Imperfections of the radar-platform system also limit many processing algorithms and 
strategies. STAP is all about the suppression of sidelobe clutter. If calibration of the radar-
platform system can be achieved at a high level, a proper set of tapering coefficients (window 
functions) for the transmitting array can in the first place lower the sidelobes of the transmitting 
beam pattern, which in turn produces low sidelobe clutter, and mitigate the SINR loss caused by 
sidelobe clutter. In addition, for a perfectly calibrated system one may also design special sets of 
tapering coefficients to form a deep notch at a sidelobe azimuth of the receive sum beam to filter 
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out the clutter component having the associated Doppler. This is shown in Figure 34. The 
resulted signal of the sum channel, if having that Doppler component, can only be generated by 
target from the mainlobe direction but not the clutter. In this way, there is no need to perform 
Space-time processing as the clutter has been suppressed. Repeating the processing by shifting 
the clutter notch over the whole sidelobe clutter azimuth will detect all targets in the sidelobe 
clutter Doppler region with the only competition of thermal noise. However, this requires a 
precise if not perfect calibration. Any small calibration error will usually not result in the desired 
deep notch. 
 

Thermal noise level

sidelobe

clutter level

 
Figure 34: A special receive sidelobe level design (solid-line) in comparison with the normal pattern 

design (dashed-line). The notch excludes the clutter component (associated with a specific 
Doppler frequency band) from the received sum beam signals and hence achieves clutter 
suppression. 

 
 

10. Overview 

STAP obtains an optimal coherent processing gain of dB with respect to the 
thermal noise floor for target signals in all Doppler bins except the Doppler bin(s) of the 
mainlobe clutter (assuming the mainlobe direction is the detection direction). It means that the 
processor should be capable of suppressing clutter in Doppler bins of sidelobe clutter by the 
amount of CNR for those Doppler bins. For radar operated in the high PRF mode, there are also 
Doppler bins that are clutter-free, and the processing of these bins does not require any clutter 
suppression, and hence is relatively straightforward and simple.  

)(log10 10 MN

 
The key processing principle for clutter suppression is space-time processing. Under the 
detection scenario, a target is supposed to be in the mainlobe direction, different from a sidelobe 
direction from which clutter having the same Doppler as the target is being received. To achieve 
clutter suppression in such a scenario, the sufficient and necessary conditions are: 

(i) received signals to contain spatial information; and  

(ii) a processor to be able to separate spatially different signals.  
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Satisfaction of the first condition is often achieved by using a linear phased array in the azimuth 
direction. The realisation of the second condition needs involvement of space-time processing, 
since unfortunately the clutter covariance matrix is spatial-temporal inseparable. 
 
Classical ‘full STAP’ using the diagonally-loaded covariance matrix inversion method provides 
optimal detection for Gaussian clutter but faces a few critical issues. Data and computational 
expenses are major concerns. Other potential risks include contamination of training data by 
targets and the training samples not being independent and identically distributed with respect 
to the cell under test.  
 
Mainly to overcome the computational and data expense requirements, quite a significant 
number of simplified sub-optimal STAP variants have been developed and proposed in the 
literature over the last 30 years.  
 
The majority of these sub-optimal STAP variants fall in the category of dimension-reduced 
STAP. While details of these algorithms may vary from one to the other, they share the same or 
similar concepts and achieve similar results. The most data resource efficient and computation 
efficient, among other sub-optimal STAP algorithms, and the best representative of them, as far 
as the author’s awareness, might be the so-called joint-domain localised STAP, which has be 
reviewed in this paper, and details of the others are skipped. 
 
Parametric adaptive matched filter and adaptive displaced phase centre antenna utilise the 
linear autoregressive technique to whiten and decorrelate space-time correlated clutter to 
simplify the processing. These algorithms are both data resource efficient and computation 
efficient.  
 
Representatives of rank-reduced STAP, such as the principle component method and multi-
stage Wiener filter aim at achieving data resource efficient which is often critical especially in a 
heterogeneous clutter environment and for data resource limited cases. However, the realisation 
of these algorithms demands even more computation than classical STAP at this stage. How to 
simplify these algorithms to make them computation efficient needs further research. 
 
The idea of pseudo-STAP algorithms is to select training samples from historical measurements 
to ease the problem of lack of sufficient training data and to shift massive calculation of optimal 
weights to offline. The key to success of these algorithms is the match of the radar and platform 
parameters between the training data and the data to be processed. Parameter discrepancies 
(explicitly or implicitly) between training data and data to be processed may incur significant 
degradation of the performance. Differences in clutter environments between the training data 
and the data to be processed have ignorable effects on the detection performance.  
 
Knowledge-aided STAP is an architecture rather than an algorithm. Its application with STAP 
algorithms can result in improvement of detection performance. While its applications are 
versatile, one of its applications discussed is to assist in selection of training samples particularly 
in the heterogeneous clutter environment to exclude potentially contaminated or non iid 
samples using prior knowledge. There is no free lunch, adding the knowledge information 
system into the processing certainly increases the complexity of the detection problem and 
requires more computation power to resolve. 
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There might be no single algorithm that consistently performs best for all scenarios. Detection 
strategies might be designed and planned in such a way in which various detectors are to be 
used in different scenarios depends on the computation power and the data resource available 
to the system. For instance, during a manoeuvre transition period, it might not be desirable to 
use range samples for estimating the weights. Conducting a simple Fourier transform with an 
appropriate window function to lower sidelobe clutter for detection might be a fast and feasible 
solution. Bearing in mind though, this kind of detection is associated with a SINR loss of CNR 
varying with Doppler bin to Doppler bin. During a stable and level flying period, if clutter 
environment is relatively homogeneous and there are sufficient training data, partial STAP or 
full STAP may be employed depending on the computation power available to the system. If 
the system is in a routine cruise mission, repeats its surveillance routes, and operators are 
confident about radar and platform parameters, pseudo-STAP may be used. 
 
Finally features of the above discussed STAP algorithms are briefly summarised in Table 1. 
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Table 1: Features of STAP algorithms 

Category 
Representative 

algorithm 

Requirement 
of Training 

data 

Requirement 
of 

Computation 
SINR loss Risk Comments 

Full STAP 
Diagonall-loaded 
covariance matrix 
inversion 

Very high Very high Low 

In heterogeneous clutter area, 
insufficient training data to 
support could cause high SINR 
loss 

Knowledge-aided system helps to select proper training data to 
improve performance. This is also applicable to all other 
algorithms. 

Dimension-
reduced 
STAP 

Joint-domain 
localised STAP 

Low Low Medium 
High SINR loss can occur in 
Doppler bins close to the 
mainlobe clutter 

It is a both data resource and computationally efficient algorithm.  

 
Parametric adaptive 
matched filter 

Medium Medium Low 
High SINR loss can occur in 
Doppler bins close to the 
mainlobe clutter 

The effective number of pulses will be reduced leading to a 
dimension loss. If the number of pulses in a CPI is low, one can use 
the modified PAMF to avoid the dimension loss. 

 
Adaptive displaced 
phase centre 
antenna 

Medium Medium Low 
High SINR loss can occur in 
Doppler bins close to the 
mainlobe clutter 

It is even more data resource and computation efficient algorithm 
than PAMF. The disadvantage is that the number of effective 
antenna elements is reduced by one and the number of effective 
pulses is also reduced by 1.  

 -STAP Low Low High 
Suppression of targets close to 
clutter 

It does not require received signals to be recorded at the antenna 
element level. The SINR loss is equal to CNR of the Doppler bin. 

Rank-
reduced 
STAP 

Principle component 
method and multi-
Wiener filter 

Medium Very high Low 
Insufficient training data support 
results in high SINR loss 

The computation cost is even higher than the full STAP. 

Pseudo-
STAP 

Pre-built STAP 
and offline 
eigencanceller 

None (see 
comment 2) 

very low (see 
comment 3) 

Low 

Discrepancies between the 
measured parameters and the 
actual parameters could lead to 
significant SINR loss.  

1. High accuracy of radar and platform parameters is required, 
which may not be required by other adaptive algorithms. 

2. The requirement of training data is very high, but fulfilled by 
historical measurements. 

3. The computational cost is also very high, but shifted to offline 
and transformed to a data storage cost for each flight 
conditions. 

4. The success of these algorithms depends on the match of the 
radar and platform parameters (explicitly and implicitly) for 
the training data and the data to be processed. 
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