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Motivations for Defence Applications

● In defence or suivallance domain, multimodal data help to comprehensively and accurately 
detect potential danger. This is advantageous than single modal data which only provide 
one aspect of the situation.

● However, data and annotations are expensive. Hence, we provide general solutions to 
generate text data based on visual data, which are then used for various defence 
applications. 
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We start with multi-modal data
Multi-modal scene understanding 
● Semi-supervised learning - few labels - transfer knowledge
● Multi-task: Classify and Segment - should reinforce each other
● Examples from one domain, or only one modality

○ How do we learn the most effective mapping to other domain/modality?
○ How do we assign and use semantic labels to help?

Specifically, these works have been done in the WP3.3 so far:
● Image captioning: 

SC-RANK: Improving Convolutional Image Captioning with Self-Critical Learning and 
Ranking Metric-based Reward--The application of reinforcement learning in multi-modal data

● Visual Paragraph Generation: 
ParaCNN: Visual Paragraph generation via adversarial twin Contextual CNNs--Try to solve 
the long sequence problem in multi-modal domain

● Multimodal and Multitask Learning for Person Re-ID:
We leverage the description data to aid the visual person Re-ID and propose a multitask 
learning framework to train the person Re-ID and image captioning at the same time.
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SC-RANK (Image Captioning)
Image captioning is a popular research topic in both computer vision and natural 
language processing. It has attracted much attention from researchers in recent years.

We can see some examples on how the current algorithm can generate natural language 
descriptions given an image. 
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SC-RANK (Image Captioning)

MLE:  A stuffed teddy bear sitting on a 
chair. 

Ours:   A teddy bear is wearing a bow tie 
sitting in a bed.  
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SC-RANK (Image Captioning)

● A novel ranking metric-based reward, denoted as SC-RANK, is proposed to achieve 
diversified sentence generation. The experimental results show improvement by using the 
proposed SC-RANK.
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SC-RANK (Image Captioning)

● The sentence embedding is from a BERT, and the features from several layers from the 
BERT are used to compute the reward. 
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SC-RANK (Image Captioning)
● Specifically, the MLE indicates the baseline, CIDEr indicates the conventional self-critical learning.

SC-RANK is the proposed method.

● An interesting phenomenon is that unlike conventional self-critical learning, our SC-RANK does
not prevent beam search from further raising the performance.

● As shown in the graph, our SC-RANK improves both the MLE baseline and the conventional self-
critical learning in scenarios of greedy decoding and beam search, which proves the effectiveness
of the SC-RANK.

Most increase 
in CIDEr !

CIDEr is more related to the Human Consensus!
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SC-RANK (Image Captioning)

MLE Baseline:
A soccer player jumps to catch a soccer ball.

Ours 1 (BERT):
Several men playing soccer in a soccer field.

Ours 2 (InferSent):
A soccer player running to catch a soccer ball.
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ParaCNN (Image Paragraph generation)

● Image captioning is a well-developed problem but a single short sentence with less than 
20 words is not enough to describe the full content of an image which could be very 
informative. This is especially true for defence, which requires high accuracy. 

● We propose a novel CNN architecture to effectively and efficiently solve the problem of 
long sequence modelling, without using any RNN-like structure at all, which is more time 
efficient and effective.
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ParaCNN (Image Paragraph generation)
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ParaCNN (Image Paragraph generation)

● In addition, We propose an adversarial twin net training scheme, to make the 
distributions of the forwarding network close to the backwarding network.

● The one used in inference is forwarding networks whilst the backwarding network’s 
knowledge is transferred to the forwarding one during training stage. 
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ParaCNN (Image Paragraph generation)
Table 1: Ablation Studies on the different schemes: our ParaCNN with contextual information yields the best 

performance.

Table 2: State-of-the-art performance has been achieved. 
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ParaCNN (Image Paragraph Generation)

Ground Truth:
A large building with bars on the windows in front of it. There is 
people walking in front of the building. There is a street in front 
of the building with many cars on it.

Ours: 
The picture is taken outside on a sunny day. A large building can 
be seen along a sidewalk. Vehicles can be seen parked on a road 
near the sidewalk. Two vehicles can be seen driving on the road. 
Tall green trees are standing on the side of the road. 

The red text is novel concepts even neglected in the ground-truth annotations.
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An application of multimodal fusion in defence 
---- Person Re-identification

● Person Re-identification is a visual surveillance task which is very important in 
defence and security. 
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Multitask multimodal Fusion for Person Re-ID

● We propose to use multimodal data with an extra modality of natural 
language description of a person to perform person Re-ID.

● We do not need language description of a person image during testing which 
is an appealing property.

● Even for the training data that lacks language description, we can use pre-
trained image captioning model to generate the descriptions. But these 
descriptions are usually noisy.
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Multitask multimodal Fusion for Person Re-ID

The language 
branch is the 
proposed 
multimodal 
part!
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Multitask multimodal Fusion for Person Re-ID
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Multitask multimodal Fusion for Person Re-ID

Our proposed model increase 
the baseline method with 
roughly 7 percent on the mAP 
result,  with 7 percent on the 
ranking-1 result.

Our method can sample new 
captioning, thus generate 
semantic features to facilitate 
the re-ID task, during the test 
time.

white
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Multitask multimodal Fusion for Person Re-ID

For DukeMTMC-reID dataset, we do not have language annotations. We 
increase the final mAP result by almost 6 percent, and increase the 
ranking-1 results by 6 percent.
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Multitask multimodal Fusion for Person Re-ID

For the dataset such as DukeMTMC-reID which lacks the annotations, we use the generated
text as annotations and use reconstruction loss to compensate the noisiness. The yellow text is
the wrong concept in the initial annotations and red text is the wrong concept happened
during the generating process.



University Defence Research Collaboration (UDRC)
Signal Processing in the Information Age

Conclusions
● We investigate real-world problems of vision and language, which includes:

1. image captioning, which is to generate a caption based on an image. 
2. Image paragraph generation, which is more challenging.  
3. We utilize the multimodal information of vision and text descriptions for person re-

ID.

● The future works include the multitask learning theory on multimodal fusion and its 
applications on computer vision problems in the wild. 


	Slide Number 1
	Motivations for Defence Applications
	We start with multi-modal data
	SC-RANK (Image Captioning)
	Slide Number 5
	Slide Number 6
	Slide Number 7
	Slide Number 8
	Slide Number 9
	Slide Number 10
	Slide Number 11
	Slide Number 12
	Slide Number 13
	Slide Number 14
	An application of multimodal fusion in defence ---- Person Re-identification
	Slide Number 16
	Slide Number 17
	Slide Number 18
	Slide Number 19
	Slide Number 20
	Slide Number 21
	Slide Number 22

