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Course topics 
§ Machine learning problem 

§  Examples 
§  Problem formulation 
§  Learning scenarios 

§ Basic linear machines 
§  Nearest neighbour classifier 
§  Perceptron 
§  Sparse representation based classifier 

§ Nonlinear extensions 
§  Kernel methods 
§  Multilayer neural networks 
§  Deep neural networks 

§ Dimensionality reduction 
§ Classifier design issues 
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Rest of the course 

n  Training deep neural networks 
(DNN) 

n  Advanced DNN 
n  Recurrent neural networks 
n  Deep learning libraries 
n  Anomaly detection in graphs 
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Introduction 

n  Machine Learning is a field of study concerned 
with the development of algorithms that can learn 
from and make predictions on data 

n  The aim of machine learning is to give 
computers the ability to learn (find solutions to 
problems) without being explicitly programmed 

n  Applications span a vast range of problems. 
Biometrics Bridge detection Object detect Target detect 
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Typical machine 
learning tasks 
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§ To generate response to input data so as to 
achieve required functionality 
§ Examples include 

§ Regression (predict output given input) 
§ Classification (predict class membership) 
§ Cluster assignment (associate input to 

data structure) 
§ Detection (detect a specific object) 
§  Anomaly detection (identification of input 

as an outlier) 

Examples of regression 

n  Simple linear regression 

 

n  Multivariate regression 

6 
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Examples of classification 

n  Linear classification 

n  Detection 

n  Anomaly detection 
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General statement of the 
machine learning problem 

n  Mathematically, the machine is realising an 
appropriate function 

n  x……  D dimensional input 
n  y……  d dimensional output 
n  W….. parameters 
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Machine training 

n  Pre-requisites 
n  Training set 
n  Ground truth target values  
n  Form of function        (architecture) 
n  Objective function (error measure) 
n  Procedure for updating   
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z 

error signal 

Learning scenarios 

n  Supervised (target set available) 
n  Non supervised (target set unavailable) 

n  clustering 

n  Semi-supervised (some training data labelled) 
n  Transfer learning 

n  Supervised learning in the source domain  
n  Target domain different from the source domain 
n  Only unlabelled data available in the target domain  

10 
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Basic linear machine 

n  Function       is linear, namely 

where       is a  d x D matrix of parameters     

n  x  
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Similarity based 
classification 

n  xx 
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NN classifier machine 

n  N… number of training samples 
n  D…  dimensionality of each sample 
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n  Augment the result by input 

layer 
n  Compute scalar products for all 

training samples 
n  Min 
 

Learning objectives 

n  Linear classifier 

 
n  Support vector machine 
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Sparse representation 
classification (SRC) 

n  xx 
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SRC 

n  xx 
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SRC algorithm 

n X 

n  Solution to be found for every test sample 
17 

The effect of norm 

n  Xx 

n  X 
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Nonlinear separation 

Geometric viewpoint of the pattern recognition problem 
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Overlapping classes 

n  Class boundaries may be nonlinear 

n  Classes may be overlapping 
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Kernel SVM 

n  Scalar product replaced by a kernel function 
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Neural networks 

n  Perceptron                    Multilayer Perceptron 

n  Deep neural  
network 
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u  Ensemble 
u Generate 

different terms 

.... 
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Input Output 

xD 

x1 x2 
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n  Activation function 
n  sigmoid 
n  rectified linear 
n  tanh 
n  softplus 
n  radial basis 

Neural networks 

Essence of machine learning 

n  Defining the structure of the approximation of 
function 

n  Making the computation of        robust 
n  Finding the values of the unknown parameters 

to achieve the desired objectives (system 
behaviour) 
n  Avoiding local optima  
n  Promoting the ability of the solution to generalise to 

unseen data 
n  Key measure 

•  Dimensionality reduction 
•  Training set management 
•  Ensembles (dropouts) 24 
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Classifier design issues 

n  System architecture 
n  # of layers 
n  connectivity 
n  role of layer 
n  dropouts 

n  Activation function 
n  Objective function 

n  primary objective 
n  constraints 

n  parameters to be learned 
n  regularisation of solution 
n  metric 
n  fusion 
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n  Training data usage 
n  training/testing 
n  evalutaion 
n  augmentation 

•  Mirroring 
•  Model based 
•  Random sampling 
•  Perturbation 

n  Learning process and 
its parameters 
n  Epoch 
n  Learning rate 
n  Greedy learning  

Primary objective function 

n  Choice very important, as it induces 
different learning properties 

n  Examples 
n  Classification error 
n  Mean squared error 

n  Cross entropy   

26 
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Dimensionality reduction 

n  mmm 
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n  Motivation – reduce over fitting 
n  Scope 

n  Redundancy 
n  Irrelevant content 
n  Hierarchical relations – from local 

to global 
n  Implications on architecture 

n  # of relevant features is low 
n  At lower layers only local filters are 

needed: restricted connectivity 
n  translation invariance -   
 

Convolutional neural network 

n  Basic CNN architecture 
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Decision layer 

output 

convolution layers 
Fully connected 
layer 

input 
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Dimensionality reduction - 
PCA 

n  xxx 
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How PCA works 

n  xxx 

30 



16 

Mapping data to low 
dimensional feature space 

n  Given V=[v1, v2,….vd], the d-dimensional feature 
vector in the PCA space is given by 

                 y = VT x 
n  dimensionality d chosen to retain a certain 

fraction of variance 
n  d<D 
n  d<= N  
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Distribution of 
eigenvalues 

Example of eigenvectors 

Kernelising PCA 

n  xxx 

32 
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Kernelising PCA 

n  xxx 
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Kernelising PCA 

n  xxx 

34 
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Kernel Discriminant Analysis 

n  xxxx 

35 

KDA 

n  xxx 

36 
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Examples of DNN feature 
extraction approaches 

n  Auto-encoder: find features that can regenerate 
the input 

n  Extracting representation that outputs similar/
dissimilar features for similar/dissimilar inputs  
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Feature layer 
Learning objective 
v  output=input 

output input 

siamese 
network 

tripple loss 

Learning and generalisation 
enhancements 

n  Node dropout 
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n  Residual network 
– vanishing 
gradient problem 

N Srivastava et al., Dropout: A simple way to 
prevent neural networks from overfitting, 
JMLR 2014 
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Metric learning 
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Metric learning 
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n  Desired properties of metric 
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Problem formulation 
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