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> Problem
> We observe $\boldsymbol{X} \in \mathbb{R}^{d}$
> $\boldsymbol{X} \sim \mathbb{P}_{0} \quad$ or $\quad \boldsymbol{X} \sim \mathbb{P}_{1}$ ?

In classical decision theory, we know the distributions $\mathbb{P}_{0}$ and $\mathbb{P}_{1}$
In machine learning, we have to estimate $\mathbb{P}_{0}$ and $\mathbb{P}_{1}$ from data
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## The Decision Tradeoff

| True hypothesis | Decide noise | Decide signal |
| :--- | :---: | :---: |
| noise | $\checkmark$ | false alarm |
| signal | missed detection | $\checkmark$ |
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Better/more measurements


Where to place the decision boundary?


## Decision and loss functions



## Decision and loss functions

True label

$Y= \begin{cases}0 & , \text { if } H_{0} \text { is true } \\ 1, & \text { if } H_{1} \text { true }\end{cases}$

## Decision and loss functions

True label
$Y= \begin{cases}0, & \text { if } H_{0} \text { is true } \\ 1, & \text { if } H_{1} \text { true }\end{cases}$

Decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$
$f(\boldsymbol{X})= \begin{cases}0 & , \text { if we decide } H_{0} \\ 1 & , \text { if we decide } H_{1}\end{cases}$

## Decision and loss functions

True label
Decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$
$Y= \begin{cases}0 & , \text { if } H_{0} \text { is true } \\ 1, & \text { if } H_{1} \text { true }\end{cases}$

Loss function $\ell:\{0,1\} \times\{0,1\} \rightarrow \mathbb{R}$

## Decision and loss functions

True label
Decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$
$Y= \begin{cases}0 & , \text { if } H_{0} \text { is true } \\ 1, & \text { if } H_{1} \text { true }\end{cases}$

Loss function $\ell:\{0,1\} \times\{0,1\} \rightarrow \mathbb{R} \quad \ell(f(\boldsymbol{X}), Y)$

## Decision and loss functions

True label
Decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$
$Y= \begin{cases}0 & , \text { if } H_{0} \text { is true } \\ 1, & \text { if } H_{1} \text { true }\end{cases}$

Loss function $\ell:\{0,1\} \times\{0,1\} \rightarrow \mathbb{R} \quad \ell(f(\boldsymbol{X}), Y)$
True hypothesis $\quad f(\boldsymbol{X})=0 \quad f(\boldsymbol{X})=1$
$H_{0}$ is true
$H_{1}$ is true

## Decision and loss functions

True label
Decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$
$Y= \begin{cases}0 & , \text { if } H_{0} \text { is true } \\ 1, & \text { if } H_{1} \text { true }\end{cases}$

Loss function $\ell:\{0,1\} \times\{0,1\} \rightarrow \mathbb{R} \quad \ell(f(\boldsymbol{X}), Y)$

| True hypothesis | $f(\boldsymbol{X})=0$ | $f(\boldsymbol{X})=1$ |
| :--- | :--- | :--- |
| $H_{0}$ is true | $\ell(0,0)$ |  |
| $H_{1}$ is true |  |  |

## Decision and loss functions

True label
Decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$
$Y= \begin{cases}0 & , \text { if } H_{0} \text { is true } \\ 1, & \text { if } H_{1} \text { true }\end{cases}$

Loss function $\ell:\{0,1\} \times\{0,1\} \rightarrow \mathbb{R} \quad \ell(f(\boldsymbol{X}), Y)$

| True hypothesis | $f(\boldsymbol{X})=0$ | $f(\boldsymbol{X})=1$ |
| :--- | :--- | :--- |
| $H_{0}$ is true | $\ell(0,0)$ | $\ell(1,0)$ |
| $H_{1}$ is true |  |  |

## Decision and loss functions

True label
Decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$
$Y= \begin{cases}0 & , \text { if } H_{0} \text { is true } \\ 1, & \text { if } H_{1} \text { true }\end{cases}$

Loss function $\ell:\{0,1\} \times\{0,1\} \rightarrow \mathbb{R} \quad \ell(f(\boldsymbol{X}), Y)$

| True hypothesis | $f(\boldsymbol{X})=0$ | $f(\boldsymbol{X})=1$ |
| :--- | :--- | :--- |
| $H_{0}$ is true | $\ell(0,0)$ | $\ell(1,0)$ |
| $H_{1}$ is true | $\ell(0,1)$ |  |

## Decision and loss functions

True label
Decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$
$Y= \begin{cases}0 & , \text { if } H_{0} \text { is true } \\ 1, & \text { if } H_{1} \text { true }\end{cases}$

Loss function $\ell:\{0,1\} \times\{0,1\} \rightarrow \mathbb{R} \quad \ell(f(\boldsymbol{X}), Y)$

| True hypothesis | $f(\boldsymbol{X})=0$ | $f(\boldsymbol{X})=1$ |
| :--- | :--- | :--- |
| $H_{0}$ is true | $\ell(0,0)$ | $\ell(1,0)$ |
| $H_{1}$ is true | $\ell(0,1)$ | $\ell(1,1)$ |

# Risk and Optimal Decision 

## Risk and Optimal Decision

Given decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$ and loss $\ell:\{0,1\}^{2} \rightarrow \mathbb{R}$,

## Risk and Optimal Decision

Given decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$ and loss $\ell:\{0,1\}^{2} \rightarrow \mathbb{R}$,

Risk:

## Risk and Optimal Decision

Given decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$ and loss $\ell:\{0,1\}^{2} \rightarrow \mathbb{R}$,

Risk:

$$
R[f]:=\mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)]
$$

## Risk and Optimal Decision

Given decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$ and loss $\ell:\{0,1\}^{2} \rightarrow \mathbb{R}$,

Risk:

$$
R[f]:=\mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)]
$$

where $\mathbb{E}_{\boldsymbol{X} Y}[\cdot]$ is the expectation with respect to $\boldsymbol{X}$ and $Y$

## Risk and Optimal Decision

Given decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$ and loss $\ell:\{0,1\}^{2} \rightarrow \mathbb{R}$,

Risk:

$$
R[f]:=\mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)]
$$

where $\mathbb{E}_{\boldsymbol{X} Y}[\cdot]$ is the expectation with respect to $\boldsymbol{X}$ and $Y$

Optimal decision problem:

## Risk and Optimal Decision

Given decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$ and loss $\ell:\{0,1\}^{2} \rightarrow \mathbb{R}$,

Risk:

$$
R[f]:=\mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)]
$$

where $\mathbb{E}_{\boldsymbol{X} Y}[\cdot]$ is the expectation with respect to $\boldsymbol{X}$ and $Y$

Optimal decision problem: Given $\ell$, find $f$ that minimizes the risk:

## Risk and Optimal Decision

Given decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$ and loss $\ell:\{0,1\}^{2} \rightarrow \mathbb{R}$,

Risk:

$$
R[f]:=\mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)]
$$

where $\mathbb{E}_{\boldsymbol{X} Y}[\cdot]$ is the expectation with respect to $\boldsymbol{X}$ and $Y$

Optimal decision problem: Given $\ell$, find $f$ that minimizes the risk:

$$
\operatorname{minimize}_{f: \mathbb{R}^{d} \rightarrow\{0,1\}} \mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)]
$$

## Risk and Optimal Decision

Given decision function $f: \mathbb{R}^{d} \rightarrow\{0,1\}$ and loss $\ell:\{0,1\}^{2} \rightarrow \mathbb{R}$,

Risk:

$$
R[f]:=\mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)]
$$

where $\mathbb{E}_{\boldsymbol{X} Y}[\cdot]$ is the expectation with respect to $\boldsymbol{X}$ and $Y$

Optimal decision problem: Given $\ell$, find $f$ that minimizes the risk:

$$
\underset{f: \mathbb{R}^{d} \rightarrow\{0,1\}}{\operatorname{minimize}} \mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)]
$$

... infinite-dimensional problem
$\underset{f: \mathbb{R}^{d} \rightarrow\{0,1\}}{\operatorname{minimize}} \mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)]$

Recall that $f(\boldsymbol{X})$ and $Y$ are binary $\underset{f: \mathbb{R}^{d} \rightarrow\{0,1\}}{\operatorname{minimize}} \mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)]$

Recall that $f(\boldsymbol{X})$ and $Y$ are binary $\underset{f: \mathbb{R}^{d} \rightarrow\{0,1\}}{\operatorname{minimize}} \mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)]$

Conditioning on $\boldsymbol{X}$,

Recall that $f(\boldsymbol{X})$ and $Y$ are binary $\underset{f: \mathbb{R}^{d} \rightarrow\{0,1\}}{\operatorname{minimize}} \mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)]$

Conditioning on $\boldsymbol{X}$,

$$
\mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)]=\mathbb{E}_{\boldsymbol{X}}\left[\mathbb{E}_{Y}[\ell(f(\boldsymbol{X}), Y) \mid \boldsymbol{X}]\right]
$$

Recall that $f(\boldsymbol{X})$ and $Y$ are binary
Conditioning on $\boldsymbol{X}$,

$$
\begin{aligned}
\mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)] & =\mathbb{E}_{\boldsymbol{X}}\left[\mathbb{E}_{Y}[\ell(f(\boldsymbol{X}), Y) \mid \boldsymbol{X}]\right] \\
& =\int_{\mathbb{R}^{d}} \mathbb{E}_{Y}[\ell(f(\boldsymbol{X}), Y) \mid \boldsymbol{X}=\boldsymbol{x}] f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

Recall that $f(\boldsymbol{X})$ and $Y$ are binary
Conditioning on $\boldsymbol{X}$,

$$
\begin{aligned}
\mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)] & =\mathbb{E}_{\boldsymbol{X}}\left[\mathbb{E}_{Y}[\ell(f(\boldsymbol{X}), Y) \mid \boldsymbol{X}]\right] \\
& =\int_{\mathbb{R}^{d}} \mathbb{E}_{Y}[\ell(f(\boldsymbol{X}), Y) \mid \boldsymbol{X}=\boldsymbol{x}] f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

If $f(x)=0$,

Recall that $f(\boldsymbol{X})$ and $Y$ are binary

Conditioning on $\boldsymbol{X}$,

$$
\begin{aligned}
\mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)] & =\mathbb{E}_{\boldsymbol{X}}\left[\mathbb{E}_{Y}[\ell(f(\boldsymbol{X}), Y) \mid \boldsymbol{X}]\right] \\
& =\int_{\mathbb{R}^{d}} \mathbb{E}_{Y}[\ell(f(\boldsymbol{X}), Y) \mid \boldsymbol{X}=\boldsymbol{x}] f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

If $f(x)=0$,
$\mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]=\ell(0,0) \mathbb{P}(Y=0 \mid \boldsymbol{X}=\boldsymbol{x})+\ell(0,1) \mathbb{P}(Y=1 \mid \boldsymbol{X}=\boldsymbol{x})$

Recall that $f(\boldsymbol{X})$ and $Y$ are binary

Conditioning on $\boldsymbol{X}$,

$$
\begin{aligned}
\mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)] & =\mathbb{E}_{\boldsymbol{X}}\left[\mathbb{E}_{Y}[\ell(f(\boldsymbol{X}), Y) \mid \boldsymbol{X}]\right] \\
& =\int_{\mathbb{R}^{d}} \mathbb{E}_{Y}[\ell(f(\boldsymbol{X}), Y) \mid \boldsymbol{X}=\boldsymbol{x}] f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

If $f(x)=0$,
$\mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]=\ell(0,0) \mathbb{P}(Y=0 \mid \boldsymbol{X}=\boldsymbol{x})+\ell(0,1) \mathbb{P}(Y=1 \mid \boldsymbol{X}=\boldsymbol{x})$
If $f(x)=1$,

Recall that $f(\boldsymbol{X})$ and $Y$ are binary

## $\underset{f: \mathbb{R}^{d} \rightarrow\{0,1\}}{\operatorname{minimize}} \mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)]$

Conditioning on $\boldsymbol{X}$,

$$
\begin{aligned}
\mathbb{E}_{\boldsymbol{X} Y}[\ell(f(\boldsymbol{X}), Y)] & =\mathbb{E}_{\boldsymbol{X}}\left[\mathbb{E}_{Y}[\ell(f(\boldsymbol{X}), Y) \mid \boldsymbol{X}]\right] \\
& =\int_{\mathbb{R}^{d}} \mathbb{E}_{Y}[\ell(f(\boldsymbol{X}), Y) \mid \boldsymbol{X}=\boldsymbol{x}] f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

If $f(x)=0$,
$\mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]=\ell(0,0) \mathbb{P}(Y=0 \mid \boldsymbol{X}=\boldsymbol{x})+\ell(0,1) \mathbb{P}(Y=1 \mid \boldsymbol{X}=\boldsymbol{x})$
If $f(x)=1$,
$\mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}]=\ell(1,0) \mathbb{P}(Y=0 \mid \boldsymbol{X}=\boldsymbol{x})+\ell(1,1) \mathbb{P}(Y=1 \mid \boldsymbol{X}=\boldsymbol{x})$

## Optimal decision

## Optimal decision

$$
f(\boldsymbol{x})=0 \quad \text { if } \quad \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]<\mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}]
$$

## Optimal decision

$$
\begin{array}{lll}
f(\boldsymbol{x})=0 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]<\mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \\
f(\boldsymbol{x})=1 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \geq \mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}]
\end{array}
$$

## Optimal decision

$$
\begin{array}{lll}
f(\boldsymbol{x})=0 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]<\mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \\
f(\boldsymbol{x})=1 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \geq \mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}]
\end{array}
$$

Rearranging, the optimal decision is

## Optimal decision

$$
\begin{array}{lll}
f(\boldsymbol{x})=0 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]<\mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \\
f(\boldsymbol{x})=1 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \geq \mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}]
\end{array}
$$

Rearranging, the optimal decision is
$f(\boldsymbol{x})= \begin{cases}1 & \text { if } \mathbb{P}(Y=1 \mid \boldsymbol{X}=\boldsymbol{x}) \geq \frac{\ell(0,0)-\ell(1,0)}{\ell(1,1)-\ell(0,1)} \mathbb{P}(Y=0 \mid \boldsymbol{X}=\boldsymbol{x}) \\ 0 & \text { otherwise }\end{cases}$

## Optimal decision

$$
\begin{array}{lll}
f(\boldsymbol{x})=0 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]<\mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \\
f(\boldsymbol{x})=1 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \geq \mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}]
\end{array}
$$

Rearranging, the optimal decision is
$f(\boldsymbol{x})= \begin{cases}1 & \quad \begin{array}{l}H_{1} \\ 0\end{array} \\ \text { otherwise }\end{cases}$

## Optimal decision

$$
\begin{array}{lll}
f(\boldsymbol{x})=0 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]<\mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \\
f(\boldsymbol{x})=1 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \geq \mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}]
\end{array}
$$

Rearranging, the optimal decision is
$f(\boldsymbol{x})= \begin{cases}1 & \frac{H_{1}}{1} \\ 0 & \text { if } \mathbb{P}(Y=1 \mid \boldsymbol{X}=\boldsymbol{x}) \geq \frac{H_{0}}{\ell(0,0)-\ell(1,0)} \mathbb{l ( 1 , 1 ) - \ell ( 0 , 1 )} \mathbb{P}(Y=0 \mid \boldsymbol{X}=\boldsymbol{x}) \\ 0 & \text { otherwise }\end{cases}$

## Optimal decision

$$
\begin{array}{lll}
f(\boldsymbol{x})=0 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]<\mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \\
f(\boldsymbol{x})=1 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \geq \mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}]
\end{array}
$$

Rearranging, the optimal decision is

$$
f(\boldsymbol{x})= \begin{cases} & \begin{array}{l}
H_{1} \\
1
\end{array} \\
\text { if } \mathbb{P}(Y=1 \mid \boldsymbol{X}=\boldsymbol{x}) \geq \frac{\ell(0,0)-\ell(1,0)}{\ell(1,1)-\ell(0,1)} \mathbb{P}(Y=0 \mid \boldsymbol{X}=\boldsymbol{x}) \\
0 & \text { otherwise }\end{cases}
$$

## Optimal decision

$$
\begin{array}{lll}
f(\boldsymbol{x})=0 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]<\mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \\
f(\boldsymbol{x})=1 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \geq \mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}]
\end{array}
$$

Rearranging, the optimal decision is

$$
f(\boldsymbol{x})= \begin{cases}1 & \begin{array}{l}
H_{1} \\
1
\end{array} \\
0 & \text { otherwise } \mathbb{P}(Y=1 \mid \boldsymbol{X}=\boldsymbol{x}) \geq \frac{\ell(0,0)-\ell(1,0)}{\ell(1,1)-\ell(0,1)} \mathbb{P}(Y=0 \mid \boldsymbol{X}=\boldsymbol{x}) \\
0 & \left.\frac{H_{\boldsymbol{X} \mid H_{1}}\left(\boldsymbol{x} \mid H_{1}\right) \mathbb{P}\left(H_{1}\right) \mid}{f_{\boldsymbol{X}}(\boldsymbol{x})} \right\rvert\, \text { Bayes rule }\end{cases}
$$

## Optimal decision

$$
\begin{array}{lll}
f(\boldsymbol{x})=0 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]<\mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \\
f(\boldsymbol{x})=1 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \geq \mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}]
\end{array}
$$

Rearranging, the optimal decision is

## Optimal decision

$$
\begin{array}{lll}
f(\boldsymbol{x})=0 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]<\mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \\
f(\boldsymbol{x})=1 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \geq \mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}]
\end{array}
$$

Rearranging, the optimal decision is

$$
\begin{array}{r}
f(\boldsymbol{x})= \begin{cases}\begin{array}{l}
H_{1} \\
1
\end{array} & \begin{array}{l}
\text { if } \mathbb{P}(Y=1 \mid \boldsymbol{X}=\boldsymbol{x}) \geq \frac{\ell(0,0)-\ell(1,0)}{\ell(1,1)-\ell(0,1)} \mathbb{P}(Y=0 \mid \boldsymbol{X}=\boldsymbol{x}) \\
0
\end{array} \\
\text { otherwise }\end{cases} \\
\left.\frac{f_{\boldsymbol{X} \mid H_{1}}\left(\boldsymbol{x} \mid H_{1}\right) \mathbb{P}\left(H_{1}\right)}{f_{\boldsymbol{X}}(\boldsymbol{x})} \right\rvert\, \text { Bayes rule }
\end{array}
$$

## Optimal decision

$$
\begin{array}{lll}
f(\boldsymbol{x})=0 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]<\mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \\
f(\boldsymbol{x})=1 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \geq \mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}]
\end{array}
$$

Rearranging, the optimal decision is

$$
\begin{aligned}
& f(\boldsymbol{x})=\left\{\begin{aligned}
& \begin{array}{l}
H_{1} \\
1
\end{array} \begin{array}{l}
\text { if } \mathbb{P}(Y=1 \mid \boldsymbol{X}=\boldsymbol{x}) \geq \frac{\ell(0,0)-\ell(1,0)}{\ell(1,1)-\ell(0,1)} \mathbb{P}(Y=0 \mid \boldsymbol{X}=\boldsymbol{x}) \\
0
\end{array} \\
& \text { otherwise }
\end{aligned}\right. \\
& \left.\frac{f_{\boldsymbol{X} \mid H_{1}}\left(\boldsymbol{x} \mid H_{1}\right) \mathbb{P}\left(H_{1}\right)}{f_{\boldsymbol{X}}(\boldsymbol{x})} \right\rvert\, \text { Bayes rule }
\end{aligned}
$$

## Optimal decision

$$
\begin{array}{lll}
f(\boldsymbol{x})=0 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]<\mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \\
f(\boldsymbol{x})=1 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \geq \mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}]
\end{array}
$$

Rearranging, the optimal decision is

$$
\left.\begin{aligned}
& f(\boldsymbol{x})= \begin{cases}H_{1} \\
1 & \text { if } \mathbb{P}(Y=1 \mid \boldsymbol{X}=\boldsymbol{x}) \geq \frac{\ell(0,0)-\ell(1,0)}{\ell(1,1)-\ell(0,1)} \mathbb{P}(Y=0 \mid \boldsymbol{X}=\boldsymbol{x}) \\
0 & \text { otherwise }\end{cases} \\
& \frac{f_{\boldsymbol{X} \mid H_{1}}\left(\boldsymbol{x} \mid H_{1}\right) \mathbb{P}\left(H_{1}\right) \mid}{f_{\boldsymbol{X}}(\boldsymbol{x})}
\end{aligned} \right\rvert\, \text { Bayes rule } \quad \begin{aligned}
& \left.\frac{f_{\boldsymbol{X} \mid H_{0}}\left(\boldsymbol{x} \mid H_{0}\right) \mathbb{P}\left(H_{0}\right)}{f_{\boldsymbol{X}}(\boldsymbol{x})} \right\rvert\,
\end{aligned}
$$

likelihood ratio test

$$
\begin{aligned}
& f(\boldsymbol{x})=1 \quad \text { if } \quad \frac{f_{\boldsymbol{X} \mid H_{1}}\left(\boldsymbol{x} \mid H_{1}\right)}{f_{\boldsymbol{X} \mid H_{0}}\left(\boldsymbol{x} \mid H_{0}\right)} \geq \frac{\ell(0,0)-\ell(1,0)}{\ell(1,1)-\ell(0,1)} \cdot \frac{\mathbb{P}\left(H_{0}\right)}{\mathbb{P}\left(H_{1}\right)} \\
& \mathcal{L}(\boldsymbol{x})
\end{aligned}
$$

## Optimal decision

$$
\begin{array}{lll}
f(\boldsymbol{x})=0 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}]<\mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \\
f(\boldsymbol{x})=1 & \text { if } & \mathbb{E}_{Y}[\ell(0, Y) \mid \boldsymbol{X}=\boldsymbol{x}] \geq \mathbb{E}_{Y}[\ell(1, Y) \mid \boldsymbol{X}=\boldsymbol{x}]
\end{array}
$$

Rearranging, the optimal decision is

$$
\left.\begin{aligned}
& f(\boldsymbol{x})= \begin{cases}H_{1} \\
1 & \text { if } \mathbb{P}(Y=1 \mid \boldsymbol{X}=\boldsymbol{x}) \geq \frac{\ell(0,0)-\ell(1,0)}{\ell(1,1)-\ell(0,1)} \mathbb{P}(Y=0 \mid \boldsymbol{X}=\boldsymbol{x}) \\
0 & \text { otherwise }\end{cases} \\
& \frac{f_{\boldsymbol{X} \mid H_{1}}\left(\boldsymbol{x} \mid H_{1}\right) \mathbb{P}\left(H_{1}\right) \mid}{f_{\boldsymbol{X}}(\boldsymbol{x})}
\end{aligned} \right\rvert\, \text { Bayes rule } \quad \begin{aligned}
& \left.\frac{f_{\boldsymbol{X} \mid H_{0}}\left(\boldsymbol{x} \mid H_{0}\right) \mathbb{P}\left(H_{0}\right)}{f_{\boldsymbol{X}}(\boldsymbol{x})} \right\rvert\,
\end{aligned}
$$

likelihood ratio test

$$
\begin{aligned}
& f(\boldsymbol{x})=1 \quad \text { if } \quad \frac{f_{\boldsymbol{X} \mid H_{1}}\left(\boldsymbol{x} \mid H_{1}\right)}{f_{\boldsymbol{X} \mid H_{0}}\left(\boldsymbol{x} \mid H_{0}\right)} \geq \frac{\ell(0,0)-\ell(1,0)}{\ell(1,1)-\ell(0,1)} \cdot \frac{\mathbb{P}\left(H_{0}\right)}{\mathbb{P}\left(H_{1}\right)} \\
& \\
& \mathcal{L}(\boldsymbol{x}): \text { likelihood ratio }
\end{aligned}
$$

## Likelihood ratio test

```
f:\mp@subsup{\mathbb{R}}{}{d}->{0,1}
```


## Likelihood ratio test

```
f:\mp@subsup{\mathbb{R}}{}{d}->{0,1}
```

The decision that minimizes the risk in a binary hypothesis test is

## Likelihood ratio test

The decision that minimizes the risk in a binary hypothesis test is

$$
f(\boldsymbol{x})=\mathbb{1}_{\{\mathcal{L}(\boldsymbol{x}) \geq \eta\}}(\boldsymbol{x})
$$

## Likelihood ratio test

```
f::\mp@subsup{\mathbb{R}}{}{d}->{0,1}
```

The decision that minimizes the risk in a binary hypothesis test is

$$
f(\boldsymbol{x})=\mathbb{1}_{\{\mathcal{L}(\boldsymbol{x}) \geq \eta\}}(\boldsymbol{x})
$$

- Indicator function of set $\mathcal{S}: \quad \mathbb{1}_{\mathcal{S}}(s)= \begin{cases}1 & , \text { if } s \in \mathcal{S} \\ 0 & \text { if } s \notin \mathcal{S}\end{cases}$


## Likelihood ratio test

The decision that minimizes the risk in a binary hypothesis test is

$$
f(\boldsymbol{x})=\mathbb{1}_{\{\mathcal{L}(\boldsymbol{x}) \geq \eta\}}(\boldsymbol{x})
$$

- Indicator function of set $\mathcal{S}: \quad \mathbb{1}_{\mathcal{S}}(s)= \begin{cases}1, & \text { if } s \in \mathcal{S} \\ 0 & , \text { if } s \notin \mathcal{S}\end{cases}$
- Likelihood ratio:

$$
\mathcal{L}(\boldsymbol{x})=\frac{f_{\boldsymbol{X} \mid H_{1}}\left(\boldsymbol{x} \mid H_{1}\right)}{f_{\boldsymbol{X} \mid H_{0}}\left(\boldsymbol{x} \mid H_{0}\right)}
$$

## Likelihood ratio test

The decision that minimizes the risk in a binary hypothesis test is

$$
f(\boldsymbol{x})=\mathbb{1}_{\{\mathcal{L}(\boldsymbol{x}) \geq \eta\}}(\boldsymbol{x})
$$
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$H_{1}: \quad X=c+W$ aircraft/tumor/spam guilty defendant

$$
W \sim \mathcal{N}(0,1) \quad f_{W}(w)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{w^{2}}{2}}
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Decision threshold occurs for

$$
\mathcal{L}(x)=\eta \quad \Longleftrightarrow \quad \log \mathcal{L}(x)=\log \eta
$$

with

$$
\begin{aligned}
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When class $Y \in\{0,1\}$ is viewed as a parameter of $\mathbb{P}_{\boldsymbol{X} Y}$ to estimate,

- Maximum a posteriori (MAP)
- Maximum likelihood (ML)
can be seen as likelihood ratio tests
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This corresponds to a likelihood ratio test with $\eta=1$
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Deeks et al, Antibody tests for identification of current and past infection with SARSCoV2, Cochrane Database of Systematic Reviews, Issue 6, 2020
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$$
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