THALES

l:pera’ring a multiplicity of remote
sensors in contested comms: a
requirements analysis

Steve Sykes
Thales UK (Research Technology and Innovation)

stephen.sykes@uk.thalesgroup.com .
= e et 5 e S — — - ,__&

We present a data flow analysis for a system containing multiple remote sensing assets. It identifies a need for =

certain algorithms and places these in context. An important driver is that communication with the remote assets

may not always be available. Other than this, we avoid making choices that limit the solution space. The resulting
model is simple, but has held up over the period since it was created, more than ten years ago. | hope the

academic community finds it useful.
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I Objective & Motivation

| Military branches expect to make more use of remote assets: UAV / USV / UUV / UGV

| Non-functional requirements: safety, usability, staffing, resilience against jamming...

These drive the requirement
for autonomy
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I Context diagram for an intelligent ISR system
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| The intent of this and the following slides is to bring out elements that are necessary, that
are not subject to arbitrary technical choice.

| Atthis stage we exclude consideration of how the intelligence is distributed across
platforms, because this is subject to a lot of design choice.
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I What data is needed inside an autonomous ISR system?
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| The system must have a record of what the task is (‘Task Definition’), and it must
have enough information about the task to perform it (‘Task Data’)

| If we want the system to continue to perform a function when communication is
unavailable, then the task data needs to be located on the remote system.
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I Join them up!
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| The output commands must be computed from the ‘Task Definition’ and ‘Task Data’.

| A tautology, having defined the Task Data as ‘that needed to perform the task’.

This document may not be reproduced, modified, adapted, published, franslated, in any way, in whole orin
part or disclosed to a third party without the prior written consent of Thales - © Thales 2022 All rights reserved.

THALES

<



The operator interface
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Mission
Management
Support

| Algorithms to support mission management can be shown as an adjunct of the Operator
Interface. These may be granted more or less freedom to act on the operator’s behalf.

| The operator interfface and any supporting algorithms may be distributed between the control
station and the remote vehicles
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I Sensor data
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| We need algorithms for target detection, classification, tracking.

| Tracking may be distributed, e.g. using peer-to-peer communication
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Filling in the blank process, assuming a UAV with a PTZ camera

| We assume ‘Sensor Tasking’ and ‘Vehicle Routing’ don’t need to share internal data

| ‘Sensor Tasking’ may be collaborative (with peer-to-peer communication not shown)
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I And looking at the set of processes we have...

> Data association and tracking } Especially relevant for this community
> Sensor tasking

» Sensor processing, Navigation, Mission Management Support Algorithms, Vehicle routing

erved.
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| In several cases, we can satisfy requirements — with effort - using
centralised architectures

sent of Thales

| A challenge is to migrate to distributed ones to provide better resilience
against loss of comms

| This involves trade-offs: the performance may not be as good as a fully
centralised algorithm. We welcome research in these areas!
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2 Thales is active in several of these areas - my paper on distributed sensor tasking:
hitps://doi.org/10.1117/12.2534290
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