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Motivation

These lecture notes present fundamental concepts in point process theory for multi-object es-
timation problems, and includes practical derivation tools for the derivation of multi-target
detection and tracking filters. Even though these notes aims at being as self-contained as possi-
ble, the reader is expected to have basic knowledge in probability theory. Some parts, notably in
Chap. 3, may require additional knowledge in measure theory. In order to keep a natural flow in
the development of the arguments exposed in these notes, simplicity is sometimes favoured over
strict mathematical rigour in the presentation of some advanced concepts, notably pertaining to
measure theory. Fortunately, the available literature on point processes propose some excellent
books covering the topic in deeper details; some of them are provided in the next section.

A few useful references

A comprehensive study on point processes is given by Daley and Vere-Jones in [6,7], digging
deep in measure theory to present all the fundamental concepts related to point processes and
many useful applications. Stoyan, Kendall, and Mecke follow a different approach in [14], cast-
ing the point processes in a more intuitive but perhaps less mathematically-involved framework,
and provide an excellent complement to [6,7]. Fundamental concepts in measure theory can
be found in Bogachev’s [2, 3], and their exploitation in the context of multi-object filtering is
covered in more details in the authors’ notes from the First International School on Finite Set
Statistics [10], from which these lecture notes are inspired.

The exploitation of point processes for practical target tracking applications is to the credit of
Goodman, Mahler, and Nguyen in [9], and Mahler in [13], where the Finite Set Statistics (FISST)
framework is presented in detail. Mahler’s seminal papers on the Probability Hypothesis Density
(PHD) [11] and Cardinalized Probability Hypothesis Density (CPHD) [12] filters paved the way
for most of the subsequent developments in multi-object filtering.

Introduction

In the context of multi-target tracking, multi-object estimation problems are the study of a
population of objects or targets, whose number and individual states (e.g. position, velocity co-
ordinates) are unknown. Cast in a Bayesian framework, the multi-object filters aim at describing
the uncertainty on this population through a probabilistic description, and update that descrip-
tion across time whenever additional information on the population of targets are available —
typically, through observations collected from some sensor system observing the surveillance
scene.

A point process is a random variable whose realizations are sequences whose size and elements are
both random; it is thus particularily adapted to the description of a multi-object configuration,
i.e., a number of objects and their respective states. To a certain extent, a point process can
be seen as the extension of an integer-valued random variable, describing the size of a popula-
tion of objects, to a random variable describing the size and the states of a population of objects.



This key remark motivated the two-step pedagogical approach followed by these lecture notes,
presenting first integer-valued random variables in Chap 1, and then point processes in Chap 2.
The concepts pertaining to integer-valued random variables have (almost) always a counterpart
for point processes, and the structures of Chaps 1, 2 present many remarkable similarities.

Organization of the lecture notes

The lecture notes are organized in three main chapters of increasing complexity:

e Chap. 1 serves as an introduction, and describes the study of a integer-valued random vari-
able through its probability generating function (p.g.f.). The exploitation of integer-valued
random variables is illustrated through the modelling and derivation of the “cardinality
only” PHD filter.

e Chap. 2 contains the core notions presented in the lecture notes, and describes the study of
a point process through its probability generating functional (p.g.fl.). The exploitation of
point processes is illustrated through the modelling and derivation of the PHD filter [11].

e Chap. 3 explores the construction and exploitation of higher-order moments for point
processes, and illustrates the concept for the Poisson point process.

Finally, a few exercises relating to the three chapters above are proposed in Chap. 4.

Note

Most of the recent developments in multi-object filtering, following the terminology proposed
in the FISST methodology [12] pertaining to Random Finite Sets (RFSs), make use of sets of
points, multi-object densities, and set integrals. The general terminology pertaining to point
processes, on the other hand, make use of sequences of points, probability measures, probability
densities, and measure-theoretical integrals.

These notions are largely equivalent, as a RFS can be seen as a (simple) point process (see
Chap. 2). However the expression of higher-order moments for point processes, presented in
Chap. 3, requires the construction of quantities described with measures but admitting no den-
sities, and more easily described with measure-theoretical integrals than set integrals. For this
reason, these lectures notes follow the general terminology of point processes.






Chapter 1

Integer-valued random variables

In this chapter, we shall focus on the estimation of the number of targets in the surveillance
scene, and not their individual states.
1.1 Integer-valued random variables: basic concepts

The number of targets in the scene is obviously an integer, but it is unknown; thus, it is aptly
described by an integer-valued random variable X.

The random variable X is a mapping from some N
probability space (€, F,P) to the set of non- | n
negative integers N.

X(w1)
Depending on the construction of the random X(w2) N
variable X, several outcomes w; may be associ- | n
ated to the same realization k.

X(wr)

The quantity X ~'(n) represents the collection
of all the possible outcomes w; leading to the
realization n. The probability space is endowed
with a probability measure P which allows us
to measure the “size” of X ~!(n). The “larger”
X~1(n) is, the more likely is the value n to be
drawn when sampling from X.
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The quantity
px(n) =P(X " (n)) (1.1)

denotes the likelihood that n is drawn when sampling from X, which we shall describe as the
event X = n. The structure of the probability space is such that

> px(n)=> P(X"'(n)) (1.2a)

n>0 n>0
=1, (1.2b)

which ensures that the elements px(n) can be readily intepreted as cardinality probabilities, and
the family {px(n)}, -, as a cardinality distribution. In our context, px(n) is the probability
that the population described by X has ezactly n objects.

The cardinality distribution {px(n)},,~, fully characterizes the random variable X, but its full
knowledge is seldom available in practical problems as it may be intractable to estimate and
propagate across time. Random variables can also be described by their moments, which pro-
vide a limited but meaningful description of the behaviour of X. Given an integer £ > 0, the
kth order non factorial (respectively (resp.) factorial) moment u()?) (resp. a()?)) of X are defined
as

n =E[X*] =3 px(n)nk, (1.3)
n>0
ol =EX(X 1) (X —k+1)]= px(mn(n—1)...(n—k+1). (1.4)
n>k

The non factorial moments are useful for the construction of the central moments such as the
variance

2
vary = ug?) — (,ugp) , (1.5)

a well-known statistic which describes the spread of the values taken by X around its mean

value p&). Also, the correlation between two random variables X, Y can be studied through the
covariance
1 1) (1
covxy = ,ug()y - ,ug()pg,). (1.6)
The factorial moments have no easy physical interpretation and are seldomly used to produce
meaningful statistics on random variables. The exception is the first-order factorial moment,
which equals the first-order non factorial moment pg) and provides the mean value of X, usually
noted px:
1 1
nx =y px(mn(=u§ = ag)). (L.7)
n>0

The cardinality distribution is a convenient tool to study a single given random variable. In the
multi-object Bayesian framework, however, different random variables are used to describe the
evolution of our knowledge of the same concept across time — for example, our knowledge on the
number of targets in the scene is enriched when the sensor system produces new measurements,
and the random variable describing the number of targets is updated accordingly. It turns out
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that the transition between these random variables is difficult to describe through their cardi-
nality distributions, and that another representation of the random variable is necessary to be
able to produce the filtering equations effectively.

For example, suppose that the random variables X; and X5 are fully known through their
respective cardinality distributions {px, (n)},,~¢, {Px.(1)},,>¢, and that the random variable X
is defined as the sum B B

X =X + Xo. (1.8)

What is the cardinality distribution {px(n)},~, of X? One way to find out is to enumerate
every possible realization n of X and consider all the possible joint realizations of X;, X, whose
sum equals n:

px(0) = px, (0)px, (0), (1.9)
px (1) = px, (1)px, (0) + px, (0)px, (1), (1.10)
pX(2) =DPx, (2)]?)(2 (0) +Dx, (1)pX2(1) +0x, (0)pX2 (2)7 (111)

We see on the example above that a simple operation on random variables - the sum - does not
translate into a simple operation on the cardinality probabilities.

Just as the Fourier transform allows us to shift the study of time-varying signals from the
time to the frequency domain in which simple operations on signals are easily transcribed, one
would like to shift the study of random variables from the cardinality probabilities to a more
adequate domain.

1.2 Probability generating function: definitions

A generating function is a function G : Rt — R which is built upon (or “generated by”) a
(possibly infinite) sequence of real numbers!. Given a sequence of real numbers (uy,)n>0, its
generating function G is defined as

G(s) = Zuns" (1.12)

n>0

for any s € RT such that the sum on the right hand side of (1.12) is finite.

Applied to a random variable X, one can substitute the cardinality probabilities {px (n)},~, in
(1.12) to produce the p.g.f. Gx of X, defined as the expectation -

Gx(s) =E [s*] (1.13a)
= px(n)s". (1.13b)
n>0

IR+ is the set of non negative real numbers. More general definitions of the generating function exist, but it
is out of the scope of this lecture.
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Note that using the cardinality probabibilities as the generating sequence imposes some re-
strictions on the range of admissible values for the test variable s, and the p.g.f. is defined for
0 < s < 1. From (1.13) it is easy to see that:

Gx(0) = px(n)0" = px(0) (1.14)
n>0

Gx(1) =) px(n)1"=> px(n) =1, (1.15)
n>0 n>0

Setting s to 0 in (1.13) allowed us to extract the cardinality probability px (0) from the p.g.f.;
we will see in Section 1.3 that other cardinality probabilities can be extracted through differen-
tiation of the p.g.f..

In multi-object filtering applications it will be necessary to study the joint behaviour of sev-
eral random variables; for example, to describe the number of measurements produced by the
sensor system given the number of targets in the scene. The joint p.g.f. Gz x of two (possibly
dependent) random variables Z, X is defined as the expectation

Gzx(t,s) =E [t7s¥] (1.16a)
= Z pZ,X(m;n)thnv (116b)
m,n>0

where pz x (m,n) is the joint probability that Z = m and X = n. Note that, if Z and X are
independent variables, then by definition pz x (m,n) = pz(m)px (n) and the joint p.g.f. becomes:

Gzx(t,s) = Z pz(m)px (n)t™s" (1.17a)

m,n>0

= Y pzm)t™ | [ D px(n)s” (1.17Db)

m>0 n>0

= G4(H)Gx(5). (1.17¢)

We now need to introduce the notion of derivative to further exploit the p.g.f..

1.3 Ordinary differentiation

1.3.1 Definition and basic rules

As p.g.f.s are real-valued functions taking a real number as argument, the “classic” derivative
can be applied to the p.g.f.s. Suppose that f : R — R is some function, we call “the derivative
of f (evaluated) at € R”, and denote it by f’(x), the limit

#'(z) = lim M’ (1.18)

e—0 €
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where € € R, if it exists. The ordinary derivative comes with a few calculus rules that will be
useful for the differentiation of p.g.f.s. Suppose that f and g are admissible functions, then:

-

product: (

power: (f™)(x)
(

chain (or composition):

1.3.2 A few advanced rules

A very important function that is used extensively in the construction of filter is the exponential
function. Indeed, a common approximation in the design of multi-object filters is to assume that
some p.g.f. can be written as an exponential as it often leads to tractable and easily implementable
filtering equations. The following “tricks” involving the exponential function will be used later
on:

ordinary differentiation: exp’(z) = exp(z) (1.23)
composition: (expof)'(z) = f'(x)(expof)(x) (1.24)
(n) n
. _ exp™(0) , x
Taylor expansion: exp(z) = Z Tm” = Z o (1.25)
n>0 n>0

1.4 p.g.f.s and differentiation

We shall now apply the ordinary differentiation to the p.g.f. to see what kind of information
can be extracted from it. Suppose that X is a random variable with known p.g.f. Gx and one
wish to determine the cardinality distribution {px(n)},,~o- Let us have a look at the successive
derivatives of Gx:

Gx(s) = px(n)s", (1.26)

n>0

G (s)=> px(n)(s") =Y px(n)ns", (1.27)
n>0 n>1

Gg?)(s) = pr(n)n(s”_l)’ = ZpX(n)n(n —1)s"72, (1.28)

GP(s) =Y px(m)n(n—1)-(n—k+1)s"" (1.29)
n>k

_nn—=1)---(n—k+1)(n—=k)---1
- (n—k)---1
|

—_ nl
=Tn—R)
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Now, if we set s =0 or s =1 in (1.29) we get

k!
a¥(0) pr ) —0"F = px(k)m = klpx (k), (1.30)
n>k ’
¢P ) =Y px(n) n—1).~(n—k+1)—a§’§). (1.31)
n>k

We have thus shown that any cardinality probability and any factorial moment can be extracted
from the p.g.f.. Since the cardinality distribution fully characterizes the random variable, it
follows from (1.30) that the p.g.f. does as well. In other words, the knowledge of a p.g.f. Gx
is sufficient to provide a full description of the associated random variable X. From (1.30) and
(1.31) we can draw the practical extraction rules:

(1.32)
Gy (1) =) = px.

Joint p.g.f.s, of course, can be derivated as well. Suppose, for example, that one wish to describe
the joint behaviour of some random variables Z, X in the specific case where Z = m (it will be
very useful in Section 1.7). This is described by the univariate p.g.f. Gz—p, x(s), which can be
extracted from the joint p.g.f. Gz x as follows:

Gz=m,x( szx m,n) (1.33a)
n>0
1 d™
= 1.
ooy cyr —Gz x(t,s) tZO, (1.33Db)

where (1.33a) is drawn from the definition of the p.g.f. (1.13) and (1.33b) is obtained with
a similar reasoning as shown in (1.29) and (1.30). Note that the test variable with respect
to (w.r.t.) Wthh the joint p.g.f. is differentiated appears explicitly in (1.33b) to avoid ambiguity.
If necessary, dtm QZ x(t, s ‘t o1 n (1.33b) can then be differentiated w.r.t. the test variable s to

produce the joint cardinality probabilities {pz x (m,7)},. 50

1.5 Operations on p.g.f.s

We will now explore how some simple operations on random variables translate into operations
on p.g.f.s, just as some simple operations on time-varying signals translate into simple operations
on their Fourier transforms. We will consider three operations on random variables which are
very useful to model physical mechanisms in multi-target problems as illustrated in Section 1.7.

1.5.1 Marginalization

Marginalization occurs when two random variables Z, X have a known joint behaviour and one
wish to “isolate” the behaviour of one of the random variable, say Z. One must marginalize the
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joint behaviour over X, i.e. “integrate” the joint cardinality probabilities over all the possible
realizations of X since

Ym €N, pz(m) = sz’x(m,n). (1.34)

n>0

Suppose that the joint behaviour is known through the joint p.g.f. Gz x. Using the definition of
the joint p.g.f. (1.16) we can write:

Gzx(t,1) = > pzx(m,n)t"1" (1.35a)

m,n>0

=> | D pax(mn) | " (1.35b)

m>0 \n>0

=3 pz(m)t™ (1.35¢)
m>0

= Gz(b). (1.35d)

That is, the marginalization of a random variable easily translates into a very simple operation
on the joint p.g.f.:
Gz(t) =Gz x(t,1). (1.36)

1.5.2 Sum (or superposition)

Superposition occurs when one is not interested in the individual realizations of two independent
random variables X and Y, but only in the sum of the two realizations. If we denote by Z the
sum of random variables X, Y with known p.g.f.s Gx, Gy, then Z is also a random variable;
using the definition of the p.g.f. (1.13) yields

Gz(s) =E [s”] (1.37a)
=E [s¥*Y] (1.37b)
= E [s¥5Y] (1.37c)
=E[s*]E[s] (1.37d)
= Gx(s)Gy(s), (1.37¢)

where (1.37¢) is equivalent to (1.37d) because X and Y are independent.

In other words, the sum of two independent random variables easily translates into the product
of the associated p.g.f.s:
Gx+v(s) = Gx(s)Gy(s). (1.38)

1.5.3 Branching

Branching is a special kind of dependence between two random variables Y, X. Upon any realiza-
tion m of the parent random variable Y, the daughter random variable X will be the superposition
of m identical but independent random variables T, as if any object in the parent population
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was “spawning” a number of objects in the daughter population following a common transition
mechanism described by T'.

N AT N

X: Tr~ - - - +T: - - + - + T:

Y.

Suppose that the parent random variable Y and the transition random variable T' are known
through the p.g.f.s Gy, G, and that one wish to describe the daughter random variable X. The
p.g.fl. describing the joint behaviour of the parent Y and daughter X random variables can be
written as follows:

Gy,x(t,s) = Z py,x (m,n)t™s" (1.39a)
m,n>0

= > py(m)pxpy (n|m)t™s” (1.39h)
m,n>0

Zpy(m) pr|y(n\m)s" " (1.39c¢)

m>0 n>0
m>0

where Gx |y (s|m) is the p.g.f. describing the daughter random variable X conditioned on the
realization Y = k. If Y = m, then X|Y is the superposition of m independent “copies” of the
transition random variable T. Thus from (1.38) we have

Ixy (slm) = (Gr(s)™. (1.40)
Substituting (1.40) in (1.39d) gives
Gy.x(t,s) =Y py(m)(Gr(s) ™™ (1.41a)
m>0
= py(m)(tGr(s)™ (1.41b)
m>0
= Gy (tGr(s)). (1.41c)

The result (1.41c) above is an important result which describes the joint behaviour of the parent
and daughter random variables and that we shall use in Section 1.7. For now, since we are
interested in the description of the daughter random variable X alone, we can simply marginalize
this result over the parent random variable Y using (1.36) and we get

Gx(s) = Qy,x(l, s) (1.42a)
= Gy(GT(S)) (142b)

In other words, the branching of a parent random variable following a mechanism described by
a transition random variable translates into the composition of the associated p.g.f.s.
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1.6 A few examples of random variables and their p.g.f.s

We shall now present two specific classes of random variables which are often used in multi-object
filtering and for which it is useful to learn beforehand the structure of the associated p.g.f.s.

1.6.1 Bernoulli random variable

A Bernoulli random variable X with parameter 0 < p < 1is a very simple integer-valued random
variable defined as follows:

0, ith probability 1 — p,
x = VPR T (1.43)
1, with probability p.
The construction of the p.g.f. Gx is straightforward using definition (1.13):
s) = pr(n)s" (1.44a)
n>0
=px(0) +px(1)s + pr (1.44b)
e and m >2
=1-p v =0
= 1—p—|—ps. (1.44c)

The Bernoulli random variable is a “basic component” in the modelling of multi-object filters
because it depicts the physical mechanisms of target survival and target detection (see Section 1.7
for more details).

1.6.2 Poisson random variable

A Poisson random variable X with rate Ax > 0 is defined as follows:

Yn >0, X =n with probability exp()\X)—' (1.45)
The construction of the p.g.f. Gx using definition (1.13) gives:
= pr (n)s™ (1.46a)
n>0
A% on
=Y exp(—Ax) s (1.46D)
= n!
(Axs)"
= exp(—Ax) Y - (1.46¢)
n>0
That is, using the Taylor expansion of the exponential (1.25):
Gx(s) = exp(—Ax)exp(Axs) (1.46d)

=exp(Ax(s—1)). (1.46¢)
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It is formative to extract the mean value of a Poisson random variable using the differentiation
of the p.g.f. (1.31):

x = ()]s (1.472)
— fexp(x (s — D))y (147b)
= (x(s = 1)) exprx (s — 1),y (1.47¢)
= Axexp(Ax(s —1))],_, (1.47d)
= Axexp(Ax(1—1)) (1.47e)
= Ax. (1.47f)

In other words, the mean value of Poisson random variable X equals its rate; since Ax fully
characterizes X through the definition (1.45), so does the mean value pyx. Another important
property of a Poisson random variable, left as exercise in Ex. 4.1.2, is that its variance vary
equals its mean px.

Despite the simplicity of their structure, Poisson random variables provide a rather accurate
description of a various number of natural phenomena (e.g. customer arrivals in queue lines). In
multi-object filtering, Poisson random variables are appealing because of the exponential form
of their p.g.f. (1.46e), easily differentiable; assuming some random variables to be Poisson allows
the production of tractable and easily implementable filtering equations.

1.7 Application: the “cardinality only” PHD filter

We shall now apply the results we have seen in the previous sections to construct the “cardi-
nality only” PHD filter. The purpose of this Bayesian filter is to estimate and propagate the
mean number of target in the scene observed by some sensor with known characteristics. The
modelling and filtering assumptions are identical to Mahler’s PHD filter [11] — hence its name
— and shall be detailed later. In other words, the “cardinality only” PHD filter can be seen as
the reduction of the PHD filter to its cardinality component — we are interested in the number
of targets only, not their state. A similar application for the “full” PHD filter will be the topic
of Chap. 2.

The data flow of one iteration of the “cardinality only” PHD filter can be represented as follows:

A

v

Y % prediction % X % update % X | 7 %

“card. only” “card. only”
by —> PHD — Ux —> PHD —> HX|z ——>
prediction update

where the random variables provide a description of the size of the following populations:
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e Y: the targets before the prediction (prior knowledge from past iterations);

e X: the targets after the prediction;

e 7: the current measurements;

e X|Z: the targets after the data update (i.e. conditioned on some realization Z = m).
The construction of a filter follows two steps:

1. The modelling phase: we translate the physical phenomena of the tracking problem into
relations between the random variables describing the populations of interest. In our case,
we have to describe how to get X from Y, then how to get X|Z from X. We have seen
in Section 1.5 that operations on random variables are easily transcribed into operations
on their p.g.f.s: for this reason, we will describe how to get Gx from Gy, then how to get
gle from GX

2. The differentiation phase: we extract the information that we wish to propagate from the
appropriate differentiation of the p.g.f.s produced in the modelling phase. In our case, we
have to describe how to get px from py, and how to get px |z from px.

The modelling phase relies on modelling assumptions, constituting a description of the physical
phenomena that we wish to take into account and that we can afford to include in the design
of the filter: it might be so, for example, that there is very slight chance that pairs of targets
move in a correlated manner, but we may have to discard the modelling of correlated targets
if the increasing complexity of the designed filter is not worth it and/or is unaffordable. Once
completed, the modelling phase provides a full description of the sizes of the population of inter-
est since random variables are completely described by their p.g.f.s (see Section 1.4). In other
words, the modelling phase gives us exactly what we are looking for and the differentiation phase
is, in theory at least, superfluous.

The differentiation phase aims at extracting a reduced information from the p.g.f.s produced
by the modelling phase. It is of course necessary in the construction of a practical filter, as the
storage of a p.g.f. requires, in the most general case, an infinite amount of memory (see definition
(1.13)). The challenge of the differentiation phase is to extract the right amount of information,
i.e. meaningful enough to the operator for tracking purposes, and resulting in filtering equations
that are tractable enough. In our present case, for example, we aim at reducing the propagated
information to the mean target number in the scene. In order to produce the filtering equations,
it is often necessary to make filtering approximations on top of the modelling assumptions; it
is the combination of both that characterizes the resulting filter - in our case, the “cardinality
only” PHD filter.

1.7.1 Modelling phase
Prediction step

The modelling assumptions are as follows:

1. The targets are independent;
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2. A target survives with probability ps, dies (i.e. vanishes from the scene) otherwise;

3. A number of newborn targets enter the scene, independently of the number surviving
targets, following a birth mechanism described by a random variable Xy;¢n with known
characteristics (p.g.f. Ghirth)-

The prediction step can be represented as follows:

Y :

7N

X:Xg: o/-+ Xg: /-4 -+ Xg: ¢+ Xpirtn © -

Exploiting the results established in sections 1.5 and 1.6, we can then say that:

1. Since each target survives with probability ps, the “survival” random variable X in the
figure above is Bernoulli with parameter pg:

gS(S) =1—ps+ pss. (148)

2. The number of surviving targets is described by a random variable Xg,,. which is the result
of a branching with parent random variable Y and transition random variable Xg:

gsur‘(s) = GY(gs(s)) (149)

3. The predicted number of targets, described by X, is the sum of the surviving targets and the
newborn targets:

GX(S) - gsur. (S)gbirth(s)' (150)

In consequence, the p.g.f. form of the prediction step of the “cardinality only” PHD filter is given
by:

GX(S) = GY(l — DPs + pss)gbirth(s)- (151)
Note that using the p.g.f.s allowed us to produce a full description of the predicted number of

targets X without enumerating and computing each cardinality probability px (n) for every target
number n € N.

Data update step
The modelling assumptions are as follows:
1. The measurements are produced independently;

2. A target is detected and produces a single measurement with probability pq, is undetected
otherwise;

3. A number of clutter measurements are produced, independently from the target measure-
ments, following a clutter mechanism described by a random variable Z¢jster With known
characteristics (p.g.f. Gelutter)-
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The update step can be represented as follows:

X :

7N

Z:ZobSA:¢/'+Zobs.:¢/'+"'+Zobs.:¢/'+chutter: :

Exploiting the results established in sections 1.5 and 1.6, we can then say that:

1. Since each target is detected with probability pq, the “observation” random variable Z,ps. in
the figure above is Bernoulli with parameter pq:

Gobs.(t) =1 — pq + pat. (1.52)

2. The number of target measurements is described by a random variable Zgarget Which is the
result of a branching with parent random variable X and transition random variable Zps.:

tharget:X (t7 S) = GX (SgObSA (t)) (153)

3. The number of measurement, described by Z, is the sum of the target measurements and the
clutter measurements:

ngx (t7 8) = thargct,X (ta S)gclutter (t) (154)
In consequence, the joint p.g.f. of the number of measurements and targets is given by:
Gzx(t,s) = Gx(s(1 — pa + pat))Getuster (t)- (1.55)

So far, the structures of the prediction and update steps have been remarkably similar and have
led to identical results. The main difference is that we are not interested, at least as a final re-
sult, in marginalizing (1.55) over the predicted number of targets X in the same way as (1.51) is
(implicitly) marginalized over the prior number of targets Y. Nor are we interested in marginal-
izing (1.55) over the number of measurements Z; we know with certainty that the sensor system
produced m measurements and we wish to estimate the number of targets conditioned on the
realization Z = m.

In order to do this, we will use the classic Bayes’ rule for conditional probabilities which states

that

pz,x(m,n)
pz(m)

that is, the probability that there are X = n targets in the scene, given that there Z = m

measurements, is the joint probability that there are X = n targets and Z = m measurements

over the probability that there are Z = m measurements.

px|z(njm) = ; (1.56)

If we multiply both sides of (1.56) by s™ and sum over all possible realizations of X we get

ano pz,x(m,n)s"
pz(m)

> pxizlnlm)s™ = (157a)

n>0
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Using (1.13) and (1.33a), (1.57a) is equivalent to

Gz=m.x(s)
= Z==ma2 1.57b
gX|Z(S|m) pz(m) ( )
where (1.33b) and (1.32) yield
L 4062 x(t,9)]
_ m! d
Gx|z(s|m) = ! G0 0) =0, (1.57c)

Finally, the denominator of Bayes’ rule being the probability that there are Z = m measurements
marginalized over all the possible target numbers, Gz(¢t) = Gz x(¢,1) and thus #G(Zm)(O) =
LA G, x(t, 1)|t:0. Thus (1.57c) becomes

m! dt™m

%QZX 78)’:&:0

Gx12(slm) = (1.57d)

dt'nl gZX ) 1)‘t:[)

With (1.55) and (1.57d), we have now produced the p.g.f. form of the data update step of the
“cardinality only” PHD filter:

4G x(t,9)|
Gxz(slm) = 95 =0,
dtm gZX |t 0
where Gz x(t, ) = Gx(5(1 — pa + pat))Gelutter (t)- (1.58)

As for the prediction step, working with the p.g.f.s allowed us to produce a full description of the
updated number of targets X|Z without enumerating and computing each cardinality probability
px|z(n|m) for every target number n € N.
1.7.2 Differentiation phase
Prediction step
Exploiting (1.32) we can extract the mean value px from the first derivative of the p.g.f. Gx:
jix = Gie(s)lom1 (1.59a)
Substituting the expression of the p.g.f. Gx (1.51) yields
px = (Gy (1 = ps + ps5)Gbirtn (5)) | s=1 (1.59b)
Using the product rule (1.20) then gives
px = (Gy (1= ps + pss)) [s=1Gictn (8)[s=1 + Gy (1 = ps + pss)s=1Ghiven ()] s=1  (1.59¢)
With the chain rule (1.22) it becomes

px = (1—ps +pss)/|3=1G/Y(1 = Ps + Ps8)|s=1Gbirtn (1) + GY(I)G{)irth(l) (1.59d)
= psGy (1)Gbirtn (1) + Gy (1)Ghipen (1) (1.59)
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Recall from (1.15) that the p.g.f.s evaluated at s = 1 always yield 1, that is:
pix = psGy (1) + Ghiren (1) (1.591)

And finally, exploiting again the relation between the mean value and the first differentiation of
the p.g.f. (1.32) yields the result

Ux = Pspty + Ubirth- (1.59g)

Note that no filtering approximations were necessary to produce this result, which means that
the validity of the prediction step is not limited to a particular model for the prior cardinality
Y and/or the newborn cardinality Xpirtn.

Update step

Again, it is straightforward to write their expression of the posterior number of targets x| z—m,
given that the sensor system produced m observations, as the first order derivative of the p.g.f.

Ix|z(:|m):
x| z=m = G’z (slm)|s=1 (1.60a)
Substituting the expression of the p.g.f. Gx|z(-lm) (1.58) yields
qm+

Tsarm97.x(t,8) ‘

M | _ t=0,s=1
X|Z=m —
%gzxx(t7 1)‘t:0

(1.60D)

The previous result (1.58) provides an expression of the joint p.g.f. Gz x w.r.t. the predicted
p-g.f. Gx and the clutter p.g.f. Geutter, but at this point we have not made any assumptions on
the predicted cardinality X or the clutter cardinality and their respective p.g.f.s. If we attempt
to proceed with the derivation in (1.60b) without assuming any particular forms for the p.g.f.s
Gx and Geiytter, we will end up with a very general but intractable result. We will thus assume
that:

1. The predicted number of targets X is Poisson;
2. The number of false alarms Z.jyiter 1S Poisson.

Using the expression of a Poisson random variable w.r.t. its mean value (1.46¢e), we can rewrite
the joint p.g.f. Gz x (1.55) as follows:

gZyx(t’ 8) = GX(S(l — Pd + pdt))gclutter(t) (161&)
— eHX(S(l_pd+pdt)_1)eMclutter(t—l) (161b)
— e#X(S(lfderpdt)*l)vHucluuer(tfl)_ (1.610)

We can now proceed to the derivation of the joint p.g.f. in its new form (1.61c¢), for its exponential
form makes the derivation easier exploiting the composition rule (1.24). Indeed, resolving the
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first-order derivative yields immediately:

d d
agZVX(t7 5) — &eﬂx(5(1*Pd+pdt)*D‘H‘«:lutter(t*l) (162&)
d
= & (H’X(S(]‘ — Pd +Pdt) - 1) + Uclutter(t - 1)) eMX(S(lipd+pdt)71)+H61"tter(t71)
(1.62b)
= (NXSpd + Nclutter) e#X(S(17pd+pdt)71)+'ud“tter(til)- (162C)

Since the multiplicative term in front of the exponential is independent of ¢, it is straightforward
to write the m-th order derivative of the joint p.g.f. w.r.t. ¢:

dm m _ - -
G 92X (85) = (1xspa + peuer) ™ €/ X SO TPaPAN T b petren (171, (1.63)

For the numerator in (1.58), we need to differentiate (1.63) once w.r.t. s. This is a simple task
using first the product rule (1.20):

dm+1

)m) et x (s(1=patpat) =1)+petutser (E—1)
dsdt™

d
gZ,X (ta 5) = & ((NXSpd + Heclutter

m d s(1— _ _
+ (jx5Pa + felutter) geﬂx( (1=pa+pat)—1)+pcrutter (t—1) (1.64a)

We then resolve the first differentiation using the power rule (1.21), and the second one using
the composition rule (1.24):
dm+1

(1_pd +pat) _1)+)u'clutter (t_l)
dsdt™

Gz,x(t,5) = m (ixspa + petueer)™ " pxpae*
+ (ux8Pd + petuster) pix (1 — pa _|_pdt)eux(S(l—pd+pdt)—1)+uc1uner(t—1) (1.64b)

Dividing (1.64b) by (1.63) then yields:

d'm+1
Garm9z.x(t,s) [1xPd

dam =m
WQZX (tv 1) Mx8Pd + Helutter

+ px (1 = pa + pat) (1.64c)

At this point we just have to set s = 1 and ¢ = 0 to produce the desired result (recall the general

expression (1.60b)):
HxPd

m—X (1 - pa). 1.65
HxPd + Hclutter 'uX( d) ( )

HX|Z=m =

1.7.3 Filtering equations

We have now succeeded in producing the filtering equations of the “cardinality only” PHD filter
with equations (1.59g) and (1.65), repeated here:

Ux = 1y Ps + Ubirth,
HXPd (1.66)

1x|z=m = px (1 = pa) + m———.
HxpPd + Hclutter



Chapter 2

Point processes

Here we extend the estimation problem exposed in Chap. 1 to the full scope of multi-object
filtering: we are now interested in the number and the spatial distribution of the objects. For
this reason, we cover the description of the size and the spatial configuration of a population
with point processes and their exploitation through p.g.fl.s.

We will see that results in Chaps. 1 and 2, and notably the exploitation of p.g.f.s and p.g.fl.s,
are remarkably similar. In a broad sense, considering the spatial distribution of the objects in
addition to the object number means that a lot of the quantities we defined in the previous
chapter will appear in a similar form except that a dependency upon a particular multi-object
configuration — a sequence of object states (z1,zs,...,2,) — will be added. Whenever a new
result is provided in this chapter, we shall reference the equivalent result in the previous chapter
for pedagogical purpose.

2.1 Point processes: basic concepts

The number of targets in the scene is obviously an integer but it is unknown; besides, we suppose
that each target has a state x in some target state space X C R% (e.g., position and velocity
coordinates), but it is unkwown as well. For this reason, the description of a multi-target con-
figuration is naturally provided by a point process ®, a random variable whose realization is a
sequence whose size and elements are both random.

Remark 1. The target state space X is continuous, and we must proceed with care when defining
random variables on X describing the state of a single target. Events of the form ‘“the target
has a state equal to some value x € X” have little practical interest, because they will occur
with probability zero; rather, we wish to assess events of the form “the target has a state within
some neighborhood dx of x € X7. Intuitively speaking, if X is one dimensional and describes
the target’s coordinate on some axis, we wish to be able to determine the probability that the
coordinate of the target lies within some “suitable” range of values dx (say, 5m with a tolerance
of 2mm) rather than a value x (say, exactly 5m). We shall call the set of all these “suitable”
regions the Borel o-algebra B(X) of X, and whenever we shall select a (suitable) region B C X

21
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throughout the chapter it is to be understood that B € B(X). The same concept shall apply to
other continuous spaces on which probabilites are defined.

Likewise, the number of measurements produced by the sensor system between two time steps
is an integer, and we suppose that each measurement has a state z in some state space Z C R%
(e.g. polar and radial velocity coordinates).

A point process ® on the state space X is a X T
mapping from some probability space (2, F,P) "”1_ 3"
to the space X of all the sequences of points in /19”2
X, ie. X =, X

®(w1)

Depending on the construction of the point pro-
cess P, several outcomes w; may be associated
to “close” realizations @, ¢’.

The quantity ®~!(d¢) represents the collection
of all the possible outcomes w; leading to a
realization within the neighborhood d¢ around
. The probability space is endowed with
a probability measure P which allows us to
measure the “size” of ® 1(dy). The “larger”
®~1(dyp) is, the more likely is a realization to Pp(dyp) = P(®1(dy))
be drawn within d¢ when sampling from .

do = d(z1, z2, x3)

The probability distribution of the point process ®, given by
Pg(dp) =P(®~(dy)) (2.1)

denotes the likelihood that a realization is drawn within dy when sampling from ®. The structure
of the probability space is such that

/ Pa(dy) = / (@1 (dg)) (2.2a)
X X
=1, (2.2b)

which ensures that Pg can be readily interpreted as a probability measure. In our context,
Pg(d(z1,...,x)) is the probability that the population described by ® has ezactly n objects
and that the ith object is localized in the neighbourhood dz;, 1 < i < n.
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An important property of point processes is that their probability distributions are always defined
as symmetric functions, so that permutations of a given realization occur with equal probability
—e.g., Pp(d(z1,22)) = Pp(d(ze,z1)). In addition, if the realizations of a point process are
sequences of points that are always pairwise distinct, then the point process is called simple. In
the context of multi-target tracking problems, the point processes are (almost) always considered
simple, and this will be the case throughout this lecture.

Remark 2. An alternative construction of simple point processes as random objects whose real-
izations are sets of points o = {x1,...,2,}, in which the elements are by construction unordered,
is more common in the literature relating to the FISST framework [13]. In this context, a point
process is called a RFS.

The probability distribution Pg is characterized by its projection measures Pé,"), for any n > 0.
The nth-order projection measure P(I(:l)7 for any n > 1, is defined on X"; it gives the probability
for the point process to be composed of n points, and the probability distribution of these points.
By extension, Pq()O) is the probability for the point process to be empty. It is important to note

that the projection measures Pq()n) are not probability measures as they do not integrate to one.
For any n > 0, we indeed have

P (d(w1, -, w0)) = pa(n), (2.3)
X'n.
where pg is the cardinality distribution of the point process, describing the size of its realizations:
that is, pe(n) is the probability that a realization ¢ of the point process ® is a sequence of n
points.

Since the probability distribution Pg is symmetrical, so are the projection measures Pé,n). For
this reason, point processes are often described through their Janossy measures, for they “aggre-
gate” the information provided by the projection measures over all the possible permutations of
points. More precisely, for any n > 0, Jé") denotes the nth-order Janossy measure of the point
process ® and is defined as

JSV(Byx ... xBy) =Y Py (By % ...x By, (2.4a)
o(n)
=P (By x ... x By), (2.4b)
where B;, 1 <i <mn, is a region of X, and o(n) denotes the set of all permutations (o1, ...,04,)

of (1,...,n).

In many practical multi-object estimation problems, the probability distribution Ps admits a
density pe, which quantifies the rate of change of the probability measure Py per unit volume of
the state space. The quantity ng) (1,...,2,) is thus the density of probability, per unit volume,

of the point process ® evaluated at the sequence (z1,...,z,); loosely speaking, we may describe

it as the “probability that ® = (z1,...,2,)”. The projection measures sz) and the Janossy

measures Jén) admit densities as well, denoted p((I,n) and j((;), respectively.
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We have now several tools allowing for an equivalent description of a point process: assum-
ing that f is suitable function on &', then the integral of f w.r.t. to the measure Py can be
written

Po() = [ 1(0)P(d) (2.50)
= /X f(e)pa(p)dy (2.5b)
= Fx,. .z P (2, a) (2.5¢)
n>0 xm

= f(a:l,...,xn)pé)")(xl,...,xn)dxl...dxn (2.5d)
n>0Y X"

= % SRS L) IS (A2, ) (2.5¢)
n>0
n>0

A measure-theoretical formulation provides a more general framework that is required to con-
struct certain statistical properties on point processes that can be exploited for practical appli-
cations, such as seen in Chap. 3, but is not necessary to obtain the more common results of this
chapter. Throughout this chapter we shall favour expression exploiting densities rather than
measures, as they are probably more common to the reader, but keep in mind that equivalent
results can be obtained with a measure-theoretic formulation as well. We shall also favour prob-
ability densities over Janossy densities, as the former spare the handling of factorial terms of the
form % are a more convenient tools in the context of functional differentiation.

Remark 3. Recall that in the FISST litterature, point processes are RFSs whose realizations
are sets of points [13]. It is common to define the set integral, for any suitable function f and
region B C X, as

1
/Bf(X)éX = n%:()n'/B flz1,...,zp})de ... day, (2.6)

Set integrals are practical tools in the derivation of multi-object filtering solutions such as the
PHD filter, and are convenient because of their compact expression. They are not, however,
measure-theoretic integrals; for example, they are non additive as

/B L xex /B F0x + [ f00x, (2.7)

in the general case, even if B and B’ are disjoint regions of the target state space X.

Similarly to random variables (see Chap. 1), the full knowledge of the multi-object density is
seldom available in practical problems and a limited description of a point process ® is provided
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by its moment measures or its moment densities. Factorial and non factorial moment measures
can be defined for any order, but their construction is more involved than for random variables
and their will be the topic of a specific chapter (see Chap. 3). In this chapter we shall focus on
the first-order moment density or intensity or Probability Hypothesis Density pe, the equivalent
of the mean value of a random variable px defined in Chap. 1.

The quantity pe(z) is the density, per unit volume, of the average number of objects evaluated
at x or, loosely speaking, the “average number of objects with state x”. In order to compute it,
one must count all the possible realizations ¢ of ® with an object with state z, i.e.

Lo / (Z 6 ( a:) (¢)de (2.8a)

T, €EQ

*Z/ <Z§ 1’2> (") (x1,...,2n)dxy ... day, (2.8b)

n>1

where 0,(-) = (- — z) is the Dirac delta function. Thus (2.8b) equals to:

po(x) = Z/ ( (")(xl,...,x,...,xn_l)> dz;...dz,_1 (2.8¢)
k>1 x as ith variable
= Z/ npq,)(x XT1yeeyTpo1)dey ... dey_q (2.8d)
n>1 Xt
= Z(n +1) / pgﬂ'l)(x, T1y...,Tp)day ... dey, (2.8¢)
n>0 Xn

The last result (2.8e) shows explicitly that the first moment density is constructed by consider-
ing all the possible realizations of ® which contains x, and marginalizing over all the possible
cardinalities and over all the possible states of the remaining elements.

Just as for the integer-valued random variables, the probability and the multi-object densities
are not convenient to deal with when one wish to describe simple operations on point processes
(see discussion in Section 1.1). We thus need to shift the study of the point processes from the
probability density to another domain.

2.2 Probability generating functional: definitions
A generating functional on X is a mapping G from the functions h : X — R™ to R; it is built upon

(or “generated by”) a (possibly infinite) sequence of functions (uy),>0, where u, : X" — RT.
The generating functional G of the sequence (up)n>0 is defined as

Z/ (Hh T; >uk X1y.eZp)dxy ... day, (2.9)

n>0
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for any h : X — R* such that the right hand side of (2.9) is finite.

Applied to a point process ®, one can substitute the probability density in (2.9) in order to
produce the p.g.fl. G of @, defined as

Go(h) =E lH h(%)} (2.10a)

-/ ( 11 h<x>> pal)de (2.10b)
= Z /x (ﬁ h(xi)> p((bn) (x1,...,zp)dxy ... dzy,. (2.10c)

Note that using the probability density as the generating sequence imposes some restrictions on
the range of admissible values for the test function h, and the p.g.fl. is defined for h : X — [0 1].

Note the similarities between the p.g.f. of a random variable (1.13) and the p.g.fl. of a point
process (2.10). The test variable s of a p.g.f. is a real number in [0 1], while the test function of a
p.g.fl. is a mapping from the target space X into [0 1]: the p.g.fl. “adds” the spatial component
to the p.g.f., and the sum over all the possible cardinalities in the p.g.f. (1.13) becomes a sum
over all the possible cardinalities and, for a given cardinality, an integral over all the possible
object states in the p.g.fl. (2.10). From (2.10) it is easy to see that

Go(0) = Z/Xn (Ho) P (@, ) day . da, = pe(0), (2.11)

n>0
Go(1) = Z/ (H 1) P (21, wn)day ..z, = 1 (2.12)
n>0" 2" \i=1

Setting h to the mapping h : € X +— 0 in (2.10) allowed us to extract the scalar pg(0) from
the p.gfl., i.e. the probability that there are no objects in the scene; we will see in Section 2.3
that the probability density evaluated in any number of points can be extracted through differ-
entiation of the p.g.fl..

In multi-object filtering applications it will be necessary to study the joint behaviour of sev-
eral point processes; for example, to describe the multi-measurement configuration produced by
the sensor system given the multi-target configuration in the scene. The joint p.g.fl. G= & of two
(possibly dependent) point processes = (on Z), ® (on X) is defined as the expectation

(H g(z)> (H h(x)ﬂ (2138)
ZEE zed
- /Z/X ILs¢) (H h<l’>> pz.0 (&, p)dédp, (2.13b)

z€€ TEQP

gE,‘b(ga h) =E
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where pz 3 (&, ) is the joint probability density, per unit volume, evaluated at & and ¢ or, loosely
speaking, the “probability that = = £ and ® = ¢”. Note that, if Z and ¢ are independent
processes, then by definition pz (€, ¢) = p=(§)ps(¢) and the joint p.g.fl. becomes:

G=a(g,h) = /Z/X gg(z) <xl;£ h(x)) p=(&)pa(p)dédy (2.14a)
= /z 21;[59(2) p=(£)d¢ (/X (gp h(x)) pcb(<ﬂ)d<p> (2.14b)
= G=(9)9a (h). (2.14c)

We now need to introduce the notion of functional derivative to further exploit the p.g.fl..

2.3 Functional differentiation

2.3.1 Definition and basic rules

The first step is to check if the “classic” derivative can be applied to functionals as well as
functions (see Section 1.3 in Chap. 1). Following the definition (1.18), the ordinary derivative of
some functional F' evaluated at i would look like:

F(h+n)—F(h)

12 T
F'(h) = lim . : (2.15)

where 7 would be some function of the same nature as h, i.e. n: X — [0 1]. Two problems arise
in the definition (2.15), as neither the convergence n — 0 nor the division by a function n are
well defined — recall that the argument of a functional F' is a function h — and so is 7 in (2.15)
— not a real number h(z).

Fortunately, other differentiation tools adapted to functionals do exist: the functional derivatives.
Different functional derivatives have been defined by different authors for different applications,
the most popular being perhaps the Fréchet and the Gateaux derivatives. The Fréchet derivative
is more restrictive, but comes with calculus rules similar to the ordinary derivative ; the Gateaux
is more general, but does not a admit a chain rule similar to the ordinary derivative given in
(1.22). Quite recently, the chain derivative has been proposed as an intermediary between Fréchet
and Gateaux for which a chain rule is available; since the chain rule will be important for the
derivation of filtering equations, we will use the chain derivative.

Given a functional F' and two functions h,n : X — RT, we call “the (chain) derivative of F
(evaluated) at h in the direction (or increment) 7”, and denote it by dF'(h;n), the limit
F(h+ eyny) — F(h
SF(hn) = lim LUt enln) = F(R) (2.16)

n—00 €n

where {1, }n>0 is a sequence of functions 7, : X — R converging (pointwise) to n and {e, }n>0
is a sequence of positive real numbers converging to zero, if it exists and is identical for any
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admissible sequences {n,}n>0 and {€,},>0. Note that the derivative 6F(h;n) is a function on
the object space X; the variation of F' around h in direction n being still dependent on the point
x where 7 is evaluated, the direction appears explicitly in the functional derivative while this is
not the case in the notation f’(x) of the ordinary derivative.

It is formative to see how the functional derivative can be interpreted as an “extension” of
the ordinary derivative. If we consider in definition (2.16) the special case where h is the con-
stant function equal to some point z € X, n another constant function equal to some point to
be specified later, and f is a functional on constant functions on X, and therefore can be seen
as a function on X, we can write

df(z;m) = lim (2.17a)
n—roo €n

n—oo ennn

_ plim LEF) =S @) (2.17¢)
e—0 €

—nf(2) (2.17d)

And thus, by setting 1 to the constant function equal to 1:
of(x;1) = f'(x) (2.17¢)

The functional derivative comes with a few calculus rules that will be useful for the differentiation
of p.g.fl.s. Suppose that F' and G are admissible functionals, then:

sum: O(F + G)(h;n) = 6F (h;n) + 6G(h;n), (2.18)
product: §(F - G)(h;n) = dF(h;n)G(h) + F(h)6G(h;n), (2.19)
chain (or composition): §(F o G)(h;n) = dF(G(h); G (h;n)). (2.20)

Note that the sum and product rules (2.18), (2.19) are similar to those pertaining to the ordinary
differentiation (1.19), (1.20).

The chain rule (2.20), on the other hand, is no longer a product as in the ordinary case (1.22).
Higher-order derivations of composite functionals can be established through the Faa di Bruno’s
formula for chain differentials [4,5]. The 2nd order shall be used in the next chapter, it states
that

§2(F o G)(h;m,n2) = OF (G(h); 6°G(h; 1, m2)) + 82 F (G(h); 6G(h;m), 6G (ks 1)) . (2:21)

2.3.2 A few advanced rules

The derivation of filtering equations for multi-object filters will involve the differentiation of a
number of p.g.fl.s or more general functionals of various forms. Some functionals with an identi-
cal structure need to be derivated in the design of a specific filter; for this reason, it is interesting
to detail here the differentiation of the most common functionals and consider the results as
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“advanced rules” later on.

Let us consider a functional F such that F(h) = h(z) for some fixed point z in the state
space X. F' could be the p.g.fl. of a point process ® that describes the trivial situation where
there is single target in the state, and that this target has state x, with probability one. Then
from the definition (2.16) we draw

F(h + Ennn) — F(h)

SF(him) = lim (2.22a)
:n;: h(w) + eum(@) — (o) .
- anIrZ () " (2.22¢)
=n(x) (2.22d)

That is:
5(h(x); ) = (). (2.23)

Tt is important to note that while “§(h(x);n)” is a very convenient notation to use, it is improper
because the functional w.r.t. which we differentiate, namely F', does not appear. It can be written
with the more rigorous but cumbersome form

(- = () (him) = n(x). (2.24)

You will probably favour the more cumbersome form (2.24) when you start dealing with rather
intricate functionals, because it helps you remembering the three basic elements of the diffenti-
ation process: the functional, the function where it is evaluated, and the direction in which it is
differentiated. With a little experience, you will probably switch to the lighter notation (2.26).
Exploiting the definition of the differentiation (2.16) we can expand (2.23) to the more general
result:

3((h(2))*;m) = kn(z)(h(z))**, (2.25)

or, in the more exact form:
§ (- = (-(2))*) (h;m) = kn(a)(h(x))* . (2.26)

Let us now consider a functional F such that F(h) = [ h(z)f(z)dz for some function f on the
state space X. If [ f(z)dx = 1, F could be the p.g.fl. of a point process ® that describes the
trivial situation where there is single target in the state with probability one, and that the target
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is distributed in space according to f. Then from the definition (2.16) we draw

OF (him) = lim : (2.27a)
o [(e) + o) (a)ds — [ ) o) ooy
) 1;: [ W) f(@)de + e | :;n(:)f(x)dﬂ? S LT
= lim [ (@) f(2)de (2.27d)
- / n(@)f(z)dz (2.27¢)
That is:
([ 1@z = [nsa (2.29)

Similarly to (2.23), the result above uses a lighter notation where the functional does not appear
exlicitly. We need to be even more cautious in this case, for A and f seem to play the same role
and there is an ambiguity regarding the function in which the functional is evaluated. The more
exact but cumbersome notation would be

3 (- [ s@an) o) = [ o) see (2.20)
where the functional to be differentiated, i.e. F: h+ [ h(z)f(z)dz, appears explicitly.

Let us now consider a functional F such that F(h) = [ G(h|z)f(z)dz for some function f
on the state space X and some functional G. If [ f(z)dz =1, G could be the p.g.fl. of a point
process ¢ whose behaviour depends on the state of some target, and the F' the p.g.fl. of the point
process marginalized over all the possible values x of the said target (this will be encountered in
the branching for point processes discussed in Section 2.5). Then from the definition (2.16) we
draw

6F(him) = Tim - (2.300)
o[G0+ o) o) - f G(b) )aa 2300
_ 7;20 Gn+ 6"7’"6‘:) - Zl(hm Fz)de (2.30¢)
:/§G(h\x;n)f(x)dm (2.30d)
= FEG(m) (2.300)

That is:
([ cnlorswisn) = [ s (231)
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or, with the more exact notation where the functional F' appears explicitly in the left-hand side:

5 ( -/ G(~Ix)f(af)dx> (i) = [ 6G(blasn) (o) (2.32)

Loosely speaking, we can “swap” the integral and the derivative in (2.31) or (2.32) because the
functional G(h|.) is encapsulated in an integral which does not depend on the test function h
where the differentiation takes place. This result is easily expendable to integrals over a arbitrary
number of variables x; € X:

5</X G(hlw)f(¢)d90;n> :/)(5G(hls0;n)f(s0)d90, (2.33)

or, with the more exact notation where the outer functional F' appears explicitly in the left-hand
side:

(- [t mn = [ acaimsoas. (234)

As you may imagine, the ability to swap integrals and derivatives will be extremely handy in
practical derivations. The key element that led us to the general result (2.33) is that the integral
is a linear continuous operator that allowed us to proceed from (2.30b) to (2.30c). This result
can be extended to other functionals than the integral, as seen in Ex. 4.2.1.

Finally, as explained in Section 1.3, the exponential form will be used extensively in the derivation
of multi-object filters because the derivative of the exponential functional are easy to produce.
The following results will be particularly important in the scope of this lecture. First of all,
the ordinary differentiation rule (1.23) tells us that exp’(z) = exp(z); therefore if we exploit the
relationship between ordinary and functional differentiations (2.17d) we get

d exp(xz;n) = nexp(x). (2.35)
This result is extremely simple, but it might seem of little use in the context of point processes
since we shall be dealing primarily with functionals — recall that in this context the exponential
is evaluated in x and differentiated in the direction 7, which are real-valued numbers. It will be,
in fact, very useful in the resolution of composition of functionals where the outer functional is
an exponential (more on that in Chap. 3).

Let us move on to the chain rule (2.20). When the outer functional is the exponential, it simplifies
as follows:

d(expoF)(h;n) = §F(h;n)(exp oF)(h). (2.36)
Establishing this result is left as exercise (see Ex. 4.2.2). Note that the chain rule for exponen-
tials for ordinary (1.24) and functional (2.36) derivatives are remarkably close.

Another useful result can be drawn from (2.36). Suppose that F' is the functional F(h) = h(x)
for some fixed point x € X (i.e., the functional F evaluates the test function h at some point of
the target state space). Then, using (2.36) we can write

dexp(h(x);n) = 6(exp oF)(h;n) (2.37)
= dF(h;n)(expoF)(h) (2.38)
= n(z) exp(h(z)), (2.39)
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where we have used the property (2.24) to proceed from (2.38) to the final result (2.39). The
development above is very formative, because it follows a typical derivation process when dealing
with functional differentiation. We start from an initial expression that is a slight abuse of
notation, but is convenient to write: the differentiation in the left-hand side is made in the
direction of the function n and evaluated at the function h, not at the real-valued number h(z)
(the cases (2.35) and (2.37) are very different!). We then rewrite the initial in its “cumbersome”
but rigorous expression, then we apply previously established derivation rules (2.36), (2.24), and
then we revert back to a lighter and more convenient expression (2.39). Of course, with some
experience, one might go straight from the left-hand side of (2.37) to the final result (2.39),
having in mind the elementary rules involved in the derivation process.

2.4 p.g.fl.s and differentiation

We shall now apply the functional differentiation to the p.g.fl. to see what kind of information
can be extracted from it. Suppose that ® is a point process with known p.g.fl. Gy and one wish
to determine the probability density pg(z), i.e. the probability that 1) there is a single target
in the state space, and 2) that target has state x. Suppose that one wish to determine the first
moment density ue(x) as well. The results (1.32) we obtained for the p.g.f.s provide some insight
on the method to produce the desired result: we should differentiate the p.g.fl. once. Since the
spatial component is now relevant and we want to evaluate the probability density and the first
moment density in a given point x € X, we shall differentiate Gg in the direction §,:

0Ga(h;d,) =0 Z/ <Hh > xl,...,xn)dxl...dxn;(Sm . (2.40a)

n>0

This is a typical example where we can apply the swapping rule (2.33) and we get

6Ga (h; 6y) Z/ ((H h(xi)> ;596) P (2, an)day . day, (2.40D)
" i=1

where proceeding with the product rule (2.19) yields

0Ga (h; dy) Z/ Zé (z4); Hh z;) pgl)(xl,...,xn)dxl...do:n, (2.40c¢)

n>1 VE)
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which simplifies with the advanced rule (2.23) and gives

0Ga (h; 6 Z/ Za z) [T r) | | o8 @, 2n)das - day, (2.40d)

n>1 VE)
—Z/ Z Hh xj) ml,...,x,...,xn)dxl...dxi,ldxiﬂ...dxn
_ —_— ——
nx1 i=1 \Jj#i x as ith variable
(2.40e)
n—1
= Z / <H h(xl)> pgl) (2, 21,...,xp—1)dzy ... doH_q (2.40f)
n>1Y X"t i=1
n—1
= Zn/ (H h(xz)> p,(@)(as ZT1yeeey Tpo1)day ... dep_q (2.40g)
n>1 VX" \i=1
= Z(n +1) / H h(xz)> pfb H)(x, X1y, Tp)day ... dey, (2.40h)
n>0 X™ \i=1
Now, if we set h =0 or h = 1 in (2.40h) we get
6Q¢(h;6$)|h:O:Zn+1 / ( O) (x,21,...,2p)dzy ... dz,
n>0 ™ \i=1
=y’ (@), (2.41)
6Go (h; 04)],—y = Z (n+1 / <H 1) (nH) (z,21,...,2y)dzy ... dz,
n>0 i=1
fz (n+1) / (n+1)(z,x1,...,xn)dx1...dz"
n>0
= pa(z). (2.42)

Further differentiating (2.40h) before setting h = 0 produces the probability density evaluated
at a set of any desired size. Alternatively, further differentiating (2.40h) before setting h = 1
produces higher order factorial moment densities, which are out of the scope of this lecture.
From (2.41) and (2.42) we can draw the practical extraction rules:

(k)
k — ) _Jo (@1, %)
Hé g@( 115"'a61’k)|h:0_pqy (xlw")IIiE) <_ k' >7 (243>

6g<1>(h§ 5$)|h:1 = N‘?(x)'

Again, the extraction rules for p.g.f.s (1.32) and p.g.fl.s (2.43) are very similar. Since its prob-
ability density fully characterizes a point process, it follows from (2.43) that its p.g.fl. does as
well. In other words. the knowledge of a p.g.fl. G¢ is sufficient to provide a full description of
the associated point process .
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Before moving on to joint p.g.fl.s, we shall write a “technical result” that is known as Campbell’s
theorem in point process theory. Assume that one wish to evaluate some real-valued function
f, defined on the state space X, on each point = € ¢, where ¢ takes all the possible realizations
of some point process ®; in other words, one wish to compute the expected value of f w.r.t. to
® — for example, f could be a function such that f(z) evaluates the level of threat of a target
with state € X, and one wish to evaluate the average global level of threat of the population
of targets described by ®. Then we have:

E ] Z/ <Zf x; ) pe (T1,... zp)dzy ... dzy, (2.44a)
xEcp n>1 "
- Z (Z/ fzi)p ml,...,xn)dwl...dxn> (2.44b)
n>1 \i=1

But, since the probability density ps is symmetrical:

Z f(x)] Z f(z1)p (:1:1, oy xy)dey .. day, (2.44c¢)

TEP n>1 xm

.
- [ 1@

And finally, using the expression of the first-order moment density (2.8¢):

] / F@) oz (2.44f)

In other words, rather than evaluating f at each object = € ¢ averaged over all the possible
multi-object realizations ¢ of ®, it is equivalent to evaluate f at each point z of the state
space X, weighted by the scalar ug(z), i.e. the “average number of objects with state z”. It
is a very important result, because it shifts the study of f from the space X of all the finite
sequences of points of X to the “much smaller” space X. Furthermore, it is valid regardless of
the point process @, since we have assumed no particular form to produce the result (2.44f).
The Campbell’s theorem will be very handy in the derivation of the PHD filter in Section 2.7.
We can rewrite Campbell’s theorem (2.44) under the equivalent form

/ <Zf )p@(@)d<ﬁ=/f(m)u¢>(x)dx- (2.45)

rEP

Z / (x,21,...,Tp—1)dx; ... dxy_1 | dz (2.44d)
X'n 1

n>1

(n+1) / pgbm_l)(x, X1y &p)dey ... day, | do (2.44e)
n>0 X

E

Joint p.g.fl.s, of course, can be differentiated as well. Suppose, for example, that one wish to
describe the joint behaviour of some point processes =, ® in the specific case where = yields the
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realization & = (21,...,%m). This is described by the single variate p.g.fl. G=—¢ & (h), which can
be extracted from the joint p.g.fl. Gz ¢ as follows:

Gz—¢.a(h) = /X (H h(l”)) pz.e(§,0)dp (2.46a)

rEP

1 m
= ) gE,@(g,h;(le,...,527”)‘!;:07 (2.46D)

where (2.46a) is drawn from the definition of the p.g.fl. (2.10) and (2.46b) is obtained with a
similar reasoning as shown in (2.40) and (2.41). Note that one must keep track of test function
w.r.t. which the joint p.g.fl. is differentiated in (2.46b) as it does not appear explicitly. Other
notations can be adopted to avoid ambiguity, for example

6mg5,<1>(g7h;6z17‘ o aézm;®)7 (247)

which means that the directions ¢,,,...,d,,, pertain to a differentiation w.r.t the first function
(i.e. g), while § means that no differentiation has taken place (yet) w.r.t. the second function
(i.e. h). For the remainder of this lecture, points z will relate to the g function defined on the
observation space Z, while points x,y will relate to the h function defined on the target state
space X. For this reason, there will be no ambiguity on the function to which the directions
relate in the various differentials, and we will use the lighter notation (2.46b) rather than the
more cumbersome (2.47).

If necessary, 0"Gz0(g,h;0z,,-..,0z,)|,—o in (2.46b) can then be differentiated w.r.t. the test
function h to produce the joint probability density p= (€, ¢) for any desired realization .

2.5 Operations on p.g.fl.s

We will now explore how some simple operations on point processes translate into operations
on p.g.fl.s, just as some simple operations on random variables translate into simple operations
on their p.g.f.s. We will consider three operations on point processes which are very useful to
model physical mechanisms in multi-target filtering problems.

2.5.1 Marginalization

Marginalization occurs when two point processes =, ® have a known joint behaviour and one wish
to “isolate” the behaviour of one of the point process, say =. One must marginalize the joint
behaviour over @, i.e. “integrate” the joint probability density over all the possible realizations
of ® since

Ve € Z, p=(€) = /X p=.s(€ )dg. (2.48)
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Suppose that the joint behaviour is known through the joint p.g.fl. G= ¢. Using the definition of
a joint p.g.fl. (2.13) we can write:

QE@(gvl):/Z/X [Ts(») <H 1)pa,q>(§7<p)d§d<p (2.49a)

z€E€ TEY

- /Z [T9(2) ( /X pa@(f,@)dgo) dé (2.49b)

z€E
S ANEIERL (2.490)
z zEE
= G=(9) (2.494)

Exactly as for the random variables (1.36), the marginalization of a point process easily translates
into a very simple operation on the joint p.g.fl.:

G=(g9) = G=,0(g,1). (2.50)

2.5.2 Superposition

Superposition occurs when one is not interested in the individual realizations of two independent
point processes ®; and ®,, but only in the union of the two realizations. If we denote by = the
union of two point processes @1, 5 with known p.g.f.s Gg,, Gs,, then = is also a point process;
using the definition of the p.g.f. (2.10) yields

G=(h) =E Hh(m)] (2.51a)
=E| [ h(x)] (2.51b)
LzeedUD,
=E| [ @ ] h(x)] (2.51c)
=E| [] h(x)]IE 11 h(x)] (2.51d)
Lz, €D, xo2EPo
= Go, (h)Ga, (h), (2.51e)

where (2.51c) is equivalent to (2.51d) because ®; and ®; are independent.

Similarly to the random variables (1.38), the superposition of two independent point processess
easily translates into the product of the associated p.g.fl.s:

g‘PlU‘I’z (8) = g‘bl (8)g¢2 (S) (2'52)
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2.5.3 Branching

Branching is a special kind of dependence between two point processes =, ®. Upon any realization
&= 1(z1,...,2m) of the parent process =, the daughter process ® will be the superposition of m
independent point processes T|z;, each one depending on the state of a different element z;, as
if any object z; in the parent population was “spawning” a number of objects in the daughter
population.

/NN TR

S: Y|z - -+ Y|zg: -+ o+ Yz

—
— e
—

Suppose that the parent process ® and the transition process T|- are known through their p.g.fl.s,
and that one wish to describe the daughter process ®. The p.g.fl. describing the joint behaviour
of the parent = and daughter ® processes can be written as follows:

o= uo.h) = [ [ (ot (Hh ) 56, 9)dedp (2.53)

z€E€ TEP

/ / [Is¢) (Hh ) E)paj=(l€)dédy (2.53b)

z€E TEP
/ T o) ( / (Hh >p<1> so|£>dso>pa(£>d£ (2.53¢)
z€€ TEP
= [ {Ts | Gwsthlep=(erde. (2:53d)
z€€

Where Ga= (h\f) is the p.g.fl. describing the daughter process ® conditioned on the realization

E=¢ I E =& then ®|Z is the superposition of |¢| independent transition processes T|z;,
where z; € & Thus from (2.52) we have
Goiz(hl€) = ] Gr(hl2) (2.54)
z€§

Substituting (2.54) in (2.53d) gives

6= ol0.h) = [ (TTot=) | (TLox (1) | p=(erae (2.550)

z€E z€€
= [ | To)ox 1) | p(erae (2.55b)
z€€

= G=(9Gr(hl))- (2.55¢)
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The result (2.55¢) above describes the joint behaviour of the parent and daughter processes and
is used in the construction of the data update equation of the multi-object Bayes filter. As before,
the result is very close to its p.g.f. counterpart (1.41c). The notable difference is that the inner
p.g.fl. in (2.55¢) depends on the states of the elements in the parent population, which appears
explicitly in the notation Gy (h|-), while the inner p.g.f. in (1.41¢) does not. For now, since we are
interested in the description of the daughter process ® alone, we can simply marginalize (2.55¢)
over the parent process Z using (2.50) and we get

Go(h) = G=.a (1, h) (2.56a)
= G=(Gr(hl")). (2.56b)

In other words, the branching of a parent point process following a mechanism described by a
transition point process translates into the composition of the associated p.g.fl.s.

2.6 A few examples of point processes and their p.g.fl.s

We shall now present two specific classes of point processes which are often used in multi-object
filtering and for which it is useful to learn beforehand the structure of the associated p.g.fl.s.

2.6.1 Bernoulli point process

A Bernoulli point process ® with parameter 0 < p < 1 and spatial distribution s — that is,
[ s(x)dx =1 — is a very simple point process defined as follows:

0, ith bability 1 — p,
o= { with probability p (257)

x, with probability ps(z).

The Bernoulli point process describes a simple situation where 1) either there is no objects in
the scene, or 2) there is a single object, with state distributed according to s. It is a “basic

component” in the modelling of multi-object filters in order to describe the behaviour of a single
target or a single measurement.

The construction of the p.g.fl. G is straightforward using definition (2.10):

Z/n <Hh T; >pq> (x1,...,zp)dey ... dzy, (2.58a)

n>0
—pg)(@)-ﬁ-/h( (1) dx+2/ (Hh T ) xh...,mn)dxl...dxn (2.58Db)
—pS(r) "= =0

—1—p—|—p/h (2.58c¢)
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2.6.2 Poisson point process

A Poisson point process ® with rate A > 0 and spatial distribution s is defined as follows:

n

A
VYn >0, |®| =n with probability ef’\ﬁ, (2.59)

The object states are i.i.d. according to s

A Poisson point process describes a population whose number of element follows a Poisson distri-
bution, and whose element states are independently identically distributed (i.i.d.) in space. The
point patterns produced by a Poisson process, especially when the spatial distribution s is cho-
sen as uniform over the state space, epitomize the notion of spatial randomness. It can be used
to describe some natural phenomena, such as the distribution of a certain tree species in a forest.

The construction of the p.g.fl. G¢ using definition (2.10) gives:

/(Hh ) (2.60a)

TEP
= Z/ <Hh T ) A (H S(xi)> dz;...dz, (2.60b)
n>0 i—1
= 7/\2 o /n <Hh x;)s(x; )dxl...dmn (2.60c)
n>0

*AZ - (/h > (2.60d)

n>0
(A [ h(z )da:)"

Y (2.60e)
n>0
That is, using the Taylor expansion of the exponential (1.25):
gq>(h) _ e—)\e)\fh(x)s(x)dx (260f)
A([ h(@)s(z)dz—1) (2.60g)

In multi-object filtering, Poisson random variables are appealing because of the exponential form
of their p.g.fl. (2.60g), easily differentiable; assuming some point processes to be Poisson allows
the production of tractable and easily implementable filtering equations. It is, in essence, the
principle behind the derivation of the PHD filter (see Section 2.7).

It is formative to extract the first moment density of a Poisson point process in some point,
say y € X, using the differentiation of the p.g.fl. (2.42):

e (y) = 6Go(h; dy)l,—, (2.61a)
= §(AU h@s@dr=1), 5 (2.61b)

9

h=1
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where using the derivation rule for exponential functionals (2.36) yields
(2.61c)
pa(y) = 0 <A (/’“L(OC)S(af)daj - 1) ;6y> A h@)s(2)dz—1) (2.61d)

([,

where using the derivation rule (2.28) gives

eA(f s(w)da:fl)7 (2616)

~——
h=1 —erA(1-1)=¢0=1

e (y) = )\/Jy(x)s(x)dx (2.61f)
— s() (261)

In other words, the first moment density of a Poisson process ® equals its rate multiplied by its
spatial distribution; since A and s fully characterize ® through the definition (2.59), so does the
first moment density pe. It is indeed customary to describe a Poisson process through its first
moment density pg from which the rate A and the spatial distribution s are easily retrieved:

A= /uq>(x)dx
5() = A" ua()

(2.62)

From (2.60g) and (2.62) we can write another expression of the p.g.fl. of a Poisson process @
that is common in the point process litterature:

Go(h) = e (R(@)=Dpe(x)ds (2.63)

Since it allows the expression of the p.g.fl. w.r.t. a single quantity pe which is propagated by
the PHD filter, we will favour this last expression in the construction of the filter in Section 2.7.

2.7 Application: equations of the PHD filter

We shall now apply the results we have seen in the previous sections to derive the filtering equa-
tions, in their p.g.fl. form, of the PHD filter. The purpose of this Bayesian filter is to estimate
and propagate the mean number of target in any subregion of the scene, observed by some sensor
with known characteristics. Roughly speaking, the PHD filter adds a spatial component to the
“cardinality only” PHD filter presented in Chap. 1, i.e., we are now interested in the number of
targets and their state. It is formative to compare the current section to the corresponding one
in the previous chapter (Section 1.7), because the construction of the filtering equations share
remarkable similarities.

The data flow of one iteration of the PHD filter can be represented as follows:
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<

v —> prediction e [6)) e update e [0 | =

—
K > pr(f:ili{c]t)ion > He > uigge —_—> Moz —>

where the point processes provide a description of the configuration of the following populations:
e U: the targets before the prediction (prior knowledge from past iterations);
e ®: the targets after the prediction;
e =: the current measurements;

e ®|=: the targets after the data update (i.e. conditioned on some realization 2 = (21, ..., z; ) )-

2.7.1 Modelling phase

Prediction step

The modelling assumptions are as follows:
1. The targets are independent;

2. A target with state x € X survives with probability ps(x) and moves to some new state
y € X distributed acc. to m(y|z), dies (i.e. vanishes from the scene) otherwise;

3. A number of newborn targets enter the scene, independently of the number surviving
targets, following a birth mechanism described by a point process ®p;,¢, with known char-
acteristics (p.g.fl. Gpirn)-

The prediction step can be represented as follows:
\Ij : . ,CC]_ “o . xTL

| | 7N

D: Dylxy 9/ + 0+ Blx, 9+ Dpiven

Exploiting the results established in sections 2.5 and 2.6, we can then say that:
1. Since a target with state € X survives with probability ps(z) and moves to some state

y € X distributed acc. to m(y|z),, the “survival” point process ®g|z in the figure above is
Bernoulli with parameter ps(z) and spatial distribution m(-|x):

Gu(h]) =1 pe() +pa() / h(y)m(y|-)dy. (2.64)
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Note the difference between the p.g.f. (1.48) and the p.g.fl. above (2.64). The p.g.fl. is essen-
tially in “augmented version” of the p.g.f. in which the spatial component is taken into account,
because the state y of the (eventually) surviving target does matter and does depend on the
previous state x of the target. This dependency upon the prior state is important, because it
means that the different survival point processes Gs will be dependent on different prior states,
and will behave differently. This is the reason why we mark the dependency clearly and write
“Gs(h|-)” rather than “Gs(h)”.

2. The surviving targets are described by a point process ®@g,,. which is the result of a branching
with parent point process ¥ and transition point process ®g:

3. The predicted targets, described by ®, is the superposition of the surviving targets and the
newborn targets:

Go (h’) = gsur.(h)gbirth(h)- (266)
In consequence, the p.g.fl. form of the prediction step of the PHD filter is given by:

Ga(h) = Go (1 ~n()+00) [ h<y>m<y|->dy) Groirn(h). (2.67)

Similarly the “cardinality only” PHD, the p.g.fl.s allowed us to produce a full description of the
predicted targets ® without computing its probability density pe(p) for every possible sequence
peX.

Data update step

The modelling assumptions are as follows:
1. The measurements are produced independently;

2. A target with state x € X is detected with probability pq(z) and produces a single mea-
surement z € Z distributed acc. to £(z|z), is undetected otherwise;

3. A number of clutter measurements “enter the scene”, independently from the target mea-
surements, following a clutter mechanism described by a point process Zcjutter With known
characteristics (p.g.fl. Gelutter)-

The update step can be represented as follows:
@ : - L1 . e < ITn

| | 7N

= E0bs.|$1 1/ + e+ Eobs.|mn Do/ + Eclutter o

Exploiting the results established in sections 2.5 and 2.6, we can then say that:
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1. Since a target with state z € X is detected with probability p4q(z) and produces a mea-
surement z € Z dsitributed acc. to £(z|x), the “observation” point process Zops. |2 in the figure
above is Bernoulli with parameter p4(z) and spatial distribution £(-|z):

Gobs.(9) = 1 — pa() + pal’) / o(2)0(=])dz. (2.68)

2. The target measurements are described by a point process Eqarget Which is the result of a
branching with parent process ® and transition process Zops.:

gEtargct,@(ga h) = g@(hgobs(g|)) (269)

3. The collection of all measurements, described by =, is the superposition of the target mea-
surements and the clutter measurements:

g57q’(g7 h‘) = gEmrgct,@ (97 h)gclutter (g) (270)

In consequence, the joint p.g.fl. of the measurements and targets is given by:

G=s(9.h) = Go (h(l ~paC) ) [ g<z>e<z|~>dz>) Gerntres (9)- (2.71)

So far, the structures of the prediction and update steps have been remarkably similar and have
led to identical results. The main difference is that we are not interested, at least as a final re-
sult, in marginalizing (2.71) over the predicted targets = in the same way as (2.67) is (implicitly)
marginalized over the prior targets W. Nor are we interested in marginalizing (2.71) over the
measurement process =; we know with certainty that the sensor system produced the measure-
ment set Z = (21,...,2,) and we wish to estimate the multi-target configuration conditioned
on the realization = =

In order to do this, we will use the multi-object Bayes’ rule for conditional probabilities which

states that (Z.0)

P04, ¥
that is, the probability that the multi-target configuration in the scene is 2 = ¢, given that the
collected measurement set is = = Z, is the joint probability that the multi-target configuration
is ® = ¢ and the multi-measurement configuration is Z = Z, over the probability that the
multi-measurement configuration is = =

If we multiply both sides of (2.72) by []
of & we get

rcp (x) and integrate over all possible realizations

fX (erap h(x)> pEﬁI’(Zv @)d@
/X <H h(l‘)) paz(p)de = (D) : (2.73a)

reEP =

Using (2.10) and (2.46a), (2.73a) is equivalent to

Gz==z.4(9)
p=(2)

Go=(h|Z) = , (2.73b)
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where (2.46b) and (2.43) yield

L Gelo b 5e)
g =(h|Z) = ™ - 1 I
(I)l_( 12) %&n G=(9; 025+, 0z,)

g=0 (2.73¢)
g=0

Finally, the denominator of Bayes’ rule being the probability that the collected measurements
are = = Z marginalized over all the possible multi-target configurations, G=(g) = G= 4(g,1) and
thus 6™ G=(g;62,,- - -, 02 )| gm0 = L6™ G=0(g,150.,, .. ., 0z, )| g—o- Thus (2.73c) becomes

om gE,@(gv ha 521a ..
6™ Gz,a(g, 150z, -

L0l

Goi=(h|Z) = . (2.73d)
020

With (2.71) and (2.73d), we have now produced the p.g.fl. form of the data update step of the

PHD filter:

Go=(h|Z) = 6" Gz,a(9, 150z, -+, 02,)| =0
o= 0™ Gza(9, 100,102,

where Gz.o(g,h)  Go (h(lpd<~>+pd<-> / g<z>6<z|~>dz>) Ganrerlg).  (2.74)

As for the prediction step, working with the p.g.fl.s allowed us to produce a full description of
the updated targets ®|Z without computing the probability density pe=(p|Z) for every possible
sequence ¢ € X.

2.7.2 Differentiation phase

Prediction step

Exploiting (2.43) we can extract the first-order moment density pe from the first derivative of
the p.g.fl. Gg:

po(x) = 6Ga (h; 02)|n=1 (2.75a)
Substituting the expression of the p.g.fl. Go (2.67) yields
,U@)(l’) =9 (g\IJ (gs(h|'))gbirth(h); 5z)|h:1 (275b)

Using the product rule (2.19) then gives

pao(x) = 6 (Gu(Gs(h]-));02),—1 Gbirtn (R) =1+ Gw(Gs(h]-))|h=1 Gbirtn(h;0z)|n=1 (2.75¢)
=Gpiren(1)=1 =Gw(Gs(1]-))=Gw(1)=1

Exploiting again the relation between the first-order moment density and the first differentiation
of the p.g.fl. (2.43) then yields

,Uq>($) =9 (g‘P(gb(h|)) ;6a:)|h:1 + Mbirth(x)- (275d)

We now have to solve the composition § (Gy (Gs(h|-));9z)],—; in (2.75d). This is the challenging
part, because we have not assumed any particular form for the prior process ¥. If we were to
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assume that ¥ was Poisson, for example, we could exploit the special composition rule (2.36);
however, the PHD filter does not assume such thing and we have to resolve the composition in
the general case. Quite fortunately, Campbell’s theorem (2.45) will help us in this task. Starting
from the definition of the p.g.fl. (2.10) we can write down explicitly the outer functional:

6 (Guw(Gs(hl);02)]pzq = 6 </ <H gs(hf)) P@(@)d¢;5x> (2.76a)
¥ \zey h=1
Using (2.33) we can swap the differentiation and integral:
6 (Gu(Gs(hl)) 5 02)lp—1 =/ (H Gs(h m> pa(p)de (2.76b)
TEp h=1

The derivative can now be expanded using the product rule:

3@ 5l = [ 3| a0ty T Gy | palodde (2760

TeY 5690\{:5} :QS(l\E):l
:/ (Z 5gs(h|$;5x)lh_1> pa(p)dy (2.76d)
X \zep

Given the simple structure (2.64) of the inner functional Gs, the derivation in (2.76d) can now
be solved:

6o 552y = 6 (1 - (@) ) [ Bmiylaa )| (2.760)
= ps h(y z)dy; .76f
= @) o [ hamlsieyes. )| (2761
Where (2.28) gives

5. (h236.)|,y = pu(o) [ 8. (wm(ulo)y (2.76¢)
= ps(z)m(z|T). (2.76h)

Substituting (2.76h) into (2.76d) gives
5 (Gu(Gs(h]);02)lpmy = / (Zpb m(z|z) >pw(<p)d<p (2.761)

And, finally, Campbell’s theorem (2.45) yields the desired result

5 (Gar(Golh]) 62y = / po(E)m(a]7) (7). (2.76)
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Substituting (2.76j) into (2.75d) yields the final result for the predictions step:

o () = / Po(@)m(a]) 00 ()dE + ppiren (). (2.77)

Similarly to the “cardinality only” PHD filter, no filtering approximations were necessary to
produce this result, which means that the validity of the prediction step is not limited to a
particular model for the prior targets ¥ and/or the newborn targets ®pin. We have seen that
the general expression had a cost as the construction of the prediction equation (2.77) was
significantly more involved than its “cardinality only” counterpart (1.59g). On the other hand,
we will see in the next section that the construction of the update equation for the PHD filter is
almost identical to its “cardinality only” counterpart.

Update step

Again, it is straightforward to write the first-order moment of the posterior targets pg=z-z,

given that the sensor system produced the observation set Z = {z1,..., 2}, as the first order
derivative of the p.g.fl. Gg=(-|Z):
Ha/=(2]2) = 6Ga=(h]Z) s (2.784)

Substituting the expression of the p.g.fl. Gg=(h|Z) (2.74) yields

5m+1g37¢(g, h; (5217. . ,(Szm,égg)‘g:&h:l
5ng,¢>(97 17 5217 o 762m)|g:0

rejz(z|2) = (2.78b)

The previous result (2.74) provides an expression of the joint p.g.f. Gz ¢ w.r.t. the predicted
p.g.fl. Gg and the clutter p.g.fl. Geiytter, but at this point we have not made any assumptions on
the predicted targets ® or the clutter process Zcutter and their respective p.g.fl.s. If we attempt
to proceed with the derivation in (2.78b) without assuming any particular forms for the p.g.fl.s

G= and Geluster, we will end up with a very general but intractable result. We will thus assume
that:

1. The predicted targets ® is a Poisson process;
2. The clutter Ecjuster is & Poisson process.

Using the expression of a Poisson process w.r.t. its first-order moment density (2.63), we can
rewrite the joint p.g.fl. G= ¢ (2.71) as follows:

G=.0(9,h) = Ga (h<1 — pa() + pal’) / g<z>e<z|.>dz>) Gt () (2.799)
_ @) A=pa(®)+pa(w) [ 9(2)0(10)d2)~D)pia (1)dy o f (9()=Dherusser (2)dz (2.79b)
— J @) (A=pa(W)+pa(y) [ 9(2)€(zy)d2)—1]pe (z)dz+ [[9(2) = pcrutter (2)d2 (2.79¢)
_ (Flah), (2.79d)

where we defined the inner bivariate functional

F(g,h) = / [h(y)(l —pd(y)+pd(y)/g(2)€(2|y)d2) - 1} uq>(y)dy+/[g(2) — 1 ptetuster(2)dz2.
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We can now proceed to the derivation of the joint p.g.fl. in its new form (2.79d), for its exponential
form makes the derivation easier exploiting the composition rule (2.36). Indeed, resolving the
first-order derivative yields immediately:

0G=,a(g, h; 62,) = 6(eF9M;6.,) (2.80a)
= 6F(g, h; 0., )ef9m), (2.80b)

Now, the resolution of §F(g, h;d,,) is straightforward if we first swap the integral and the dif-
ferentation using (2.31), then resolve the differentiation using (2.28):

5F(gs6.) = [ Wwpa(w)s ( [siclna 521) o (y)dy + 6 ( [ ezt )

(2.81a)
/h pd (/621 ‘y dz) M‘I’( dy+/6z1 Mclutter( )dZ (2-81b)
= / h(y)pa()L(z1|y) e (y)dy + petutter(21)- (2.81c)
And thus the first-order derivative (2.80b) reads:
5= (9,13 5.,) = [ [ty )dy+ucmer<zl)} PN (2.890)

Since the multiplicative term in front of the exponential is independent of g, it is straightforward
to write the m-th order derivative of the joint p.g.fl. w.r.t. the function g:

"Gz a(g, h; 02y, 02,,) [/h )pa(y)l(zily) na (y )dy+,uclutter(zi):| ef'9h) - (2.82D)

For the numerator in (2.74), we need to differentiate (2.82b) once w.r.t. h. This is a simple task
using first the product rule (2.19):

5m+1g: <I>‘(gv h’7 5215 R} 62711757')

[ (/h JPa(y)t(zily)ne (y)dy + Hetusier (20); > /h Jpa(y)l(z;ly) e (y )dy+uclumer(2j)weF(g’h)
J;ﬁz

+H { / h(y)pa(y)e(zily)pa (y )dy+uclutter(zi)} §(e" oM 5,) (2.83a)
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Where (2.28) in the first summand and the composition rule (2.36) in the second summand give

5m+1gE,<I>(gv h; 521»' .. 52 75m)

- i [/c&(y)Pd( M(zily) e (y dyH {/ Y(zily) e (y )dy+Mclutter(zj)ﬂeF(g,h)

J?él

+ H U Y(zily)pe (y)dy + ,Ufclutter(zi):| 5F (g, h; 6,)e" 9 (2.83b)

o Z [pd ZZ‘J} ,uq> /h pd Z]|y):u’q’( )dy + MClutter(zj):I‘| eF(g,h)
J=1
e

+ H [/h )pa(y)e(zily)pa (y)dy + /v‘clutter(zi)} 0F (g, h; 65)e"" 9 (2.83¢)
Again, the resolution of 6F(g, h; d,,) is straightforward using (2.28):

5F (.56, = [ 6200) (1pd<y>+pd<y> / g<z>f<z|y>dz) oly)dy  (2.84a)
_ (1 ~pa(@) +pa(o) | g<z>f<z|x>dz) o (). (2.84D)

Substituting (2.84b) in (2.83c¢) yields the desired numerator
"Gz 5(g, h;02yy -4 04, 5 00)

Z [ (=il e (2 ﬁ [/ ()l(zjly)pa (y)dy + Nclutter(Zj)H ef'loh)

izt
+11 [ [ H@pa s )y + ucm(zi)} (1 ~pa(e) +rale) [ g<z>z<z|x>dz) i ()0
- (2.85)
Dividing the numerator (2.85) by the denominator (2.82b) finally yields:
0" Gz 9(g, 7 0zyy 502,05 0a Z pa(@)(zi|z)po (x)
0mGz0(9,h; 02y, ...,0z,,) M(zily) pa () dy + petuster (2:)
n (1 — pa(a) + pa() / g<z>g<m>dz) o () (2.86a)

At this point we just have to set h = 1 and g = 0 to produce the desired result (recall the general
expression (2.78b)):

@ Ch)pe(a)
HI=el2) = D e e + o+ (7Pl

(2.86b)
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2.7.3 Filtering equations

We have now succeeded in producing the filtering equations of the PHD filter [11] with equations
(2.77) and (2.86b), repeated here:

o (2) = / Pa(y)m(aly) s (5)dy + pbieen @),

(2|2 () (2.87)
pa=(z|Z2) = (1 = pa(z Z fpd |y 1o (Y)dy + fretuster (2)

If we compare the equations of the “cardinality only” PHD filter (1.66) with those above, we
can remark that they have a remarkably similar structure.
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Chapter 3

Point processes and higher order
moments

This chapter explores the concept of higher-order moments for point processes, and provides
the tools for their practical derivation using the functional derivatives introduced in Chap. 2.
The construction of the PHD filter with variance in target number, an example of application of
higher-order moments for target detection and tracking problems, is introduced. A more detailed
construction is given for the PHD and the CPHD filters in [8].

3.1 Defining moments for point processes: first attempt

We have seen in Chap. 1 that statistical moments are readily available for integer-valued random
variables. Inspired by the expression of the kth order moment in (1.3), we may be want to produce

the kth order moment u((bk) of a point process ¢ as

ny) = E [0] :/chb(w)sﬁkdw- (3.1)

Then, what is wrong with the result above? Suppose, for example, that ® is a very simple point
process on X such that pg)(xl,xg) = pg) (xg,21) = pg)(a:g) = %, where 1, x9, 23 € X. If we

exploit (3.1) then the 1th order moment ug is

1 1 1 1
ugb) = —(x1,22) + = (21, 22) + = (x3). (3.2)

3 3 3
Does the result above denote some kind of “average behaviour” of the point process, as we would
expect from the 1st order moment of a random variable? We may say that “on average, the popu-
lation of targets has a size of %”, but what can we say about the “average state” of those targets?

In turns out that summing sequences of points makes little sense, neither would multliplying
them if we were to consider higher-order moments through our first attempt of definition (3.1).

Integer-valued random variables take, by definition, values in the set of non-negative integers N;

51
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this a very convenient space as the operations of sum and multiplication are well-defined and we
can thus produce expressions for statistical moments (1.3), (1.4). The point process ®, however,
is a random variable with values in the space X of finite sequences of points on X; this space
has a much more complicated structure on which the operations of sum and multiplication make
little sense. In order to define statstical moments on a point process, then, we shall try first to
characterize a point process with integer-valued random variables, then produce the moments of
the said random variables.

3.2 Point processes and counting measures

Statistical moments are readily available for

integer-valued random variables. In our case,

we need to build an integer-valued random

variable, providing a description of the target 4

population, from a point process ®. N

Point processes are random variables whose
realizations are sequences of points in the target

state space X. A point process is not a real (or *(w)

complex) valued random variable and moments

cannot be directly defined from point processes X \L N
— the expression E[®] has no mathematical S —

sense, since realizations can be sequences of dif-
ferent sizes for which no sum operator is defined.

© = (1,22, 3)

Let us fix a suitable region B C X !. One can
map any realization ¢ of the point process to the
number of elements in ¢ belonging to B, that is:

Ny(B)=> 1p(x), (3:3) a(e)

rep
where 1p is the indicator function on B, i.e. X \L . N
1g(z)=<" 3.4 No(B) = T, 15()
5(@) {0, otherwise. (3.4) @ = (w1,42,3)

IRecall from Chap. 2 that B belongs to B(X), the Borel o-algebra on the target space X.
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If we compose the point process with the map-
ping defined above in (3.3), we get the integer-
valued random variable

No(B) = 3 15(x), (3.5)

zed X

which provides a description of the number of
targets within B acc. to the point process ®.

No(B) = Tpep 18(a)

= (w1,x2,73)

Let us have a look at the nature of the different mathematical objects involved in the construction
we have just illustrated.

1. N,(B) is the number of elements of the realization ¢ belonging to the fized region B; it is
an integer;

2. Ng(B) maps an outcome w € 2 to the number of elements of the realization ®(w) belonging
to the fized region B; it is an integer-valued random variable;

3. N,(-) maps a suitable region B C X to the number of elements of the realization ¢ that
it contains; it is an integer-valued measure called a counting measure;

4. Ng(-) maps an outcome w € € to the counting measure Ng(,)(-); it is a integer-valued
random measure.

We have now built a integer-valued random variable Ng(B) for any suitable region B C X,
and it can be shown that these random variables characterize the point process ® when all the
suitable regions of the target state space are considered. We can now focus on the construction
of the moments of these random variables.

3.3 Defining moments for point processes: second attempt

Since Ng(B) is a random variable for any suitable region B C X, inspired from (1.3), we can
build the kth order non factorial moment of the point process ® as the joint expectation

u(By x ... x By) =E[Ng(Bi) - No(By)] (3.6a)
=E|Y 1p,(x)-- Y 1p,(2) (3.6b)
rzed €D

=E| > lp(z1)1p.(z)|, (3.6¢)

T1,..., e, €D

for any suitable regions B; C X, 1 < ¢ < k. We can make two important remarks about
the structure of the kth order non factorial moment ugc) above. First, we see that it takes as

argument a suitable region of X*; it is actually a measure on X* and its full name is the kth order
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non factorial moment measure of the point process ®. Second, equation (3.6b) provides some
insight on the physical meaning on the non factorial moment measure: it assesses the number of
targets falling jointly in regions B; of the state space, and includes events where a single target
belongs to several of these regions. If we wish to exclude the latter possibility, we obtain the
kth order factorial moment measure of the point process ®, defined as the joint expectation

Oégc)(Bl X ... X B;C) =E Z;A 131(.1‘1) ---1Bk(xk) s (37)

where the # sign indicates that the selected points in the sequence are all distinct. We may
see from (3.6) and (3.7) that the 1st order moment measures, factorial and non factorial, are
equal; the 1st order moment measure is also called the intensity measure of the point process
and simply denoted by pe.

Remark 4. For the sake of simplicity, we have adopted the same notation for the moment
measures in this chapter and the moment densities in Chap. 2. In particular, we use the notation
g for both the intensity measure of ® and the density of the intensity measure, also called the
Probability Hypothesis Density or intensity of the point process ®.

Similarly as we have seen in (1.5) for integer-valued random variables, it is interesting to define
the central second moment or variance of the point process ¢ as

varg(B) = p§Y) (B x B) — [ua(B))?, (3.8)

for any suitable region B C X. The regional statistics (ue(B), vare(B)) of the point process ®
can then be interpreted as follows [8]

e 13 (B) is the mean value of the random variable Ng(B), i.e., the average number of targets
within B;

e varg(B) quantifies the spread of the random variable Ng(B) around its mean value, i.e.,
the spread of the estimated number of targets within B around its mean value.

In detection and tracking problems, these statistics allow us to estimate the average number of
target in any suitable region B C X of the state space, with associated uncertainty. They can be
used, for example, in a sensor scheduling policy focussing on the regions where the uncertainty
in the target number is the highest [1].

Remark 5. Fven if the variance is a function defined on the Borel o-algebra B(X) associated to
the state space X, it is not a measure on X. In particular, it can be shown that the variance is
not additive, i.e. By C By does not imply that vare(B;) < vare(Bs) (this will be the topic of an
exercise in Ex 4.53.8). An important consequence is that the variance does not admit a density,
in the general case; i.e., there does not exist a density vg on X, such that

varq>(B):/BV¢(a?)dx, (3.9)

for any suitable region B C X.
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Other meaningful statistical quantities about a point process can be defined from its moment
measures, though they are out of the scope of this lecture. Suppose that one wish to study the
correlation between the number of targets in suitable regions Bi, Bo C X according to some
point process, then similarly to (3.8) one can define the covariance

cove(By, By) = p2)(By x Bs) — pao(B1)pa(By). (3.10)

3.4 Computing the moment measures

At this stage, we can make two important remarks regarding the moment measures for point
processes, through a direct analogy with the moments for integer-valued random variables stud-
ied in Chap. 1. First, the central moments are the most interesting to us as we can provide a
meaningful physical interpretation for them — at least for the lower orders! — and exploit them
to study the point process, as we have just seen with the variance in (3.8). Second, the central
moments can be easily written through the non factorial moment measures — again, we have
just illutrated this point with the variance in (3.8).

Our next task, then, it to find a convenient way to produce the kth order moment measure ug)
of a point process ®. We have already seen in Chap. 2 that the 1th order moment density pg can
be retrieved in any x € X with one functional differentation in (2.43); in fact, all the derivation
rules presented for densities in Chap. 2 extend naturally to measures when indicator functions
are substituted to Dirac delta functions, i.e.

1 k J(k)(le-“XBk)
= %Gy (hilp,,... .1 =P (Byx - x By) [ =22
%l gfI)( s 1By ’ Bk)|h:0 @ ( 1 X X k) k! ’ (311)

5g¢,(h; 1B)|h:1 = N<I>(B)-

The question is, can we differentiate k£ times the p.g.fl. Gg to produce the kth order moment

measures ,ufif )9 Unfortunately for us, as suggested by the similar result for integer-valued random

variables in (1.31), this operation yields the factorial moment measure a((lf ), i.e.

G (h;1p,,..., 1p,)|,_, = ) (B1 x ... x By). (3.12)

Can we, then, find a simple expression of the non factorial moment measures exploiting the
factorial ones? Let us have a look at the case k = 2. Starting from the definition (3.6) we can
write:

1P (By x By) = E[Ng(B;)Ne(By)) (3.13a)
=E| > 1p,(21)lp,(22) (3.13b)

—E| 57 15, (@)1, () | +E

[T1,22€P

> 1p,(2)1g, (z)] (3.13¢)

red

—a{? (B1x By) =ua(BiNB2)
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That is, the 2nd order moment measure ,ug ) can be retrieved from the 2nd order factorial moment

measure afﬁ ) and the intensity ug. Since ozg ) can be computed with a second-order derivative
of the p.g.fl. with (3.12), u ( ) can be expressed as a combination of differentiated p.g.fl.s. While
a relation between factorlal and non factorial moments such as (3.13c) exists for higher orders,
it becomes increasingly complicated and tedious to write in order to produce the expression of

non factorial moment measures of increasing order.

So why can’t we write u( )(Bl x Bs) directly as the derivative of a single p.g.fl.? Since we need
to consider the occurrence of a single point of the point process falling in the intersection of the
two regions, the quantity

1B, (33‘)132(.%'), (314)

among others, must appear somewhere during the derivation process. Let us differentiate twice
the p.gfl. in the directions 15, and 1p, and see what we get. Recall from the previous chapter
in (2.10) that the p.g.fl. of a process ® is given by

ZOEY (H ha n) PO, o). (3.15)

Thus, the differentiated p.g.fl. reads

8*Go(hilp,. 18,)|,_, = Z/ (Hh@) (d(z1,...,2n)): 15,18, ||, (3.16a)

n>0 h=1

_Z/ 62 (Hhxz 131,1B2>

n>0

P (d(x1,...,2,)).  (3.16b)

h=1

Let us expand a derivation term in (3.16b), say n = 3. If we differentiate h(z1)h(z2)h(x3) once
in the direction 1p, using the product rule (2.19) we get:

(h(z1)h(z2)h(23); 15,)
= 0(h(x1); 1, )h(x2)h(xs) + h(z1)d(h(x2); 1, )h(xs) + h(z1)h(22)d(h(x3); 1,)  (3.17a)
= 1p, (z1)h(z2)h(x3) + h(z1)1p, (v2)h(z3) + h(z1)h(22)1B, (23) (3.17b)
We see in (3.17b) that h is not “available” at a given point z; once it has been differentiated —

for example, the first term does not contain h(x;) anymore. If we differentiate a second time in
the direction 1p,, then set h = 1, we get:

8% (h(x1)h(z2)h(23); 18, 18,)],_,

=1p, (xl)]-Bz (xQ) +1p, (1'1)132 ((E3) +1g, (ml)]‘Bl (‘TQ)

+ 1B, (22)1B,(23) + 15, (21)1, (¥3) + 1,(72)15, (v3) (3.18)
Because the test function h “disappeared” in the simple derivation terms such as 6(h(z1);15,),

the desired products such as 1p, (z1)1p,(z1) do not appear in (3.18): in other words, the p.g.fl.
is not adapted to the production of non factorial moment measures.
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Let us consider the transformation h — e~/ and consider f as the new test function. Using the
property (2.36), one can show that

S(e 1) 1p,) = —1p, (z1)e ™). (3.19)
This result is left as an exercise in Ex. 4.3.1.

Remark 6. The result above may look familiar to the reader; indeed, if we consider functions
rather than functional, we have the well-known result

(e—f'm))/ R (0 (3.20)

This time, the test function f did not disappear in the derivation process (3.19); differentiating
a second time in direction 1p, yields

62 (e @) 15 1p,) = —1p,(21)0(e 1), 1p,) (3.21a)

= 1, (z1)1p,(x1)e 7, (3.21b)

and the desired product 1p,(x1)1p,(z1) do appear.

The transformation h — e~ is a promising lead to solve our problem at hand; if we apply it to
the p.g.fl., we obtain the Laplace functional

Lo(f) = Gale ) (3.22a)
=E ] ef(z)] (3.22b)
zedP
= /X (He—f(w)> Py (dy) (3.22¢)
- Z/ <ﬁ ef(mi)> Py (d(1,- - 20)). (3.22d)
n>07 X" \i=1

As the developments above suggest, the Laplace functional is well-adapted to the production of
non factorial moment measures; one can show that

(—1)* 6" La (f; 1Bl,~~,1Bk)|f=0 = u$)(By x ... x By). (3.23)

In particular, the quantity ,ug)(B x B) in the expression of the variance (3.8) is given by the

second-order derivative §°Lq(f;15,15) ’f:o‘

We now have all the tools to produce the various statistical quantities of a point process, repeated
here:

k 1
P<§> )(Bl X oo X Bk) = E (skg@(h; 1Bl7"'7]‘Bk)|h=07
a®(By x - x By) = 8Go(h: 1p,. . 15|, _, (3.24)
u (By x -+ x By) = (~1)k 5k£¢(f;131,...,13k)|f=0,
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We know from the definition of the moment measures in Sec. 3.3, that the intensity measure ps
is the 1st order non factorial moment measure u((bl ) by definition, but it also equals the 1st order

factorial moment measure ag ) by construction. From the result above, it follows that we should
find be able to find the intensity measure pug from the 1st order derivative of either the p.g.fl. or
the Laplace functional; this is left as exercise in Ex. 4.3.2.

3.5 Example: Poisson process and regional statistics

We have seen in Chap. 2 that Poisson point processes are very important in the modelling
and derivation of multi-object filters, because their p.g.fl. has a very simple structure that is
particularily easy to differentiate (see Section 2.6.2). Let us recall the definition (2.59) of a
Poisson point process with rate A\g > 0 and spatial distribution sg:

)\’ﬂ
¥n >0, |®| =n with probability e ** =2
n! (3.25)

The object states are i.i.d. according to sg.

We have also established in (2.61g) that pg(z) = Aese(z); as all the results expressed with
densities in Chap. 2 it extends to the corresponding measures, i.e.

pa(B) = Aesa(B), (3.26)

for any suitable region B C X. Likewise, the p.g.fl. of ® that we obtained for densities in (2.63)
becomes

Go(h) = exp [ / (h(x) — 1)pa(dz)| (3.27)

As seen in (3.25), a key element in the construction of a Poisson point process is to assume
that the cardinality distribution of the process is itself distributed according to a scalar Poisson
distribution, i.e.
a3

pa(n) =e ‘ﬁﬁ. (3.28)
As you may know, the variance of a Poisson variable equals its mean (left as exercise in Ex. 4.1.2).
It suggests that a Poisson random variable is “flexible” and allows a great variability along its
mean — the greater the estimated mean is, though, the greater is the uncertainty associated to
the estimation.

Assume that the information we maintain about the population of targets in the scene is de-
scribed by a Poisson point process ®. Since the size of the population is described by a Poisson
distribution (3.28), we conclude that the estimated target number in the whole surveillance
scene has a mean pug(X) equal to its variance varg(X). We may wonder, however, whether this
property holds locally, i.e., whether

pe(B) = varg(B), (3.29)

for any suitable region B C X. The fact that the targets’ states are i.i.d. suggests that the
property (3.29) might be true, and we shall now proceed to compute the regional statistics
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(e (B), varg(B)) in order to check if it is the case.

Since our goal is to find the expression of the variance varg, following the definition (1.5) we
need to find the expression of the 2nd order moment measure ,ug ) first, and we have just seen
(Section 3.4) that we can compute this quantity from the Laplace functional Lg of the point
process. From the general expression of the Laplace functional (3.22) and the p.g.fl. of a Poisson

point process (3.27) we get

Lo(f) =exp [ / (e=f@ — 1),uq>(dx)] : (3.30)

Let us fix some suitable region B C X. Using the relation between moment measures and
derivatives of the Laplace functional (3.23) we can write:

u$ (B x B) = 0La(fi15,15)|,_, (3.31a)
= 2 (exp [/(e_f(z) - 1)/@((137)} i1p, 1B> (3.31b)

F=0
= 6% (expoF) (fi1p,18)],_, (3.31c)

where the inner functional F is defined as F(f) = [(e=7(*) —1)ug(dz). The derivation in (3.31c)
can be easily expanded with Faa di Bruno’s formula (2.21), and it yields

1S (B x B) = 82 exp(F(f);0F (f;15),0F(f;15))| ;_, + S exp(F(£); 62F(f;15,15))|,_, -

(3.31d)
Let us have a look at the increment 0F(f;1p) in (3.31d). We can write
oF(fi1) =6 ([ (€7 - Dpaae) 1) (3.320)
= /6(6_“96) - 1L;1p)pe(dr) (3.32b)
= /(S(e_f(””);lB),u@(dm) (3.32¢)
Then, using the previously established rule (3.19):
SF(fi1m) = [(-1a()e " pa(an). (333)

As expected, the test function f has not “disappeared” and thus 6 F(f;15) can be differentiated
another time without vanishing. Following the same reasoning that led to (3.33), we can write
the expression of the second-order derivative of the inner function F:

§°F(fi1p, 1) = /(—lB(x))%_f(w)u@(dx) (3.34a)

= /1B(x)e_f(‘”)uq>(d:v). (3.34b)
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Now that the increments 6F(f;15) and §%F(f;1p,15) are known, let us resolve the outer
differentiation in (3.31d). At this stage, the expression (3.31d) looks rather involved; however, the
only derivatives left involve exponentials differentiated in the directions F(f;15),62F(f; 15, 15)
which are real-valued numbers, and evaluated at the real-valued number F(f). Resolving this

type of differentiation is particularly easy, as we have seen in Chap. 2; using (2.35), the expression
(3.31d) then becomes

py (B x B)= (OF(f:15))" exp(F(f)| _ + 8 F(fi1p.1p)) exp(F(H)] ;o (3.39)

We can then substitute in (3.35) the values of the increments which have been determined in
(3.33) and (3.34b):

1y (B x B)

= </(—1B($))6_f(x)uq>(d$))2

esoF(D)lgoo + ([ 1500 @atan))| exwlr )],

f=0 f=0
(3.36a)
= (—pa(B))* x 1+ (pa(B)) x 1 (3.36b)
= (ta(B))* + pa(B). (3.36¢)

Now that the second moment measure has been determined in (3.36c), we can produce the
variance varg of the Poisson process @ from the definition (1.5):

varg(B) = p§) (B x B) — (na(B))? (3.37a)
= (ua(B))* + pa(B) — (1a(B))’ (3.37b)
= ua(B). (3.37c)

We have thus proved that property (3.29) holds: the mean and the variance in the number of
targets in any suitable region B C X of the state space are always equal when the population
of targets is estimated with a Poisson point process. This result, of course, does not hold in the
general case!

An interesting consequence to (3.37c) is that the variance of a Poisson process in any region B
is bounded by the mean target number in the state space since

Va,I‘q)(B) = uq)(B) S p,q)(X). (338)

This means that the local behaviour of a Poisson process with “reasonable global average be-
haviour” — i.e. with a finite mean target number in the whole state space pue(X) — can be
estimated in any region B with “some accuracy” since the variance of the target number in B
is finite as well according to (3.38). We will see in an exercise 4.3.5 that this is not necessarily
true for other point processes.



Chapter 4

Exercises

4.1 Integer-valued random variables

4.1.1 Chain rule for ordinary differentiation

Prove the chain rule when the outer function is the exponential (1.24), i.e.

(expof)’(z) = f'(x)(expof)(x). (4.1)

(Hint) Use the Taylor expansion of the exponential (1.25) and the power rule (1.21).

4.1.2 Poisson random variable
Assume X is a Poisson random variable with parameter Ay, i.e.

px(n) :eXp(—)\X));Tn)!(. (4.2)

Prove that its variance varx equals its mean px.

(Hint) Use the differentiation rule (1.31) to extract the factorial moment ag) from the p.g.f.

Gx, then use the definitions (1.3), (1.4) to find the expression of the non factorial moment ug?)

(2)
X

w.r.t. to ay’ and px. Conclude using the definition of the variance (1.5).

Remark 7. Alternatively, cecause a Poisson random variable has a simple structure, the non

factorial moment ,ug?) can be computed directly from its definition (1.3).

61
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4.2 Point processes

4.2.1 Functional differentiation of linear functionals
A linear functional is a functional L such that for any functions f, g, and for any scalars «, 3:

L(af + Bg) = aL(f) + BL(g). (4.3)

Let L be a continuous linear functional. Prove that, for any functional F', any test function h
and any admissible direction #:

§(L o F)(h;n) = L(OF (h;n)). (4.4)

(Hint) Use the definition of the chain differential (2.16).

This result tells us, loosely speaking, that we can “swap” a linear continuous functional and
a derivative. It is very useful for practical derivations, and we sometimes apply the rule on
expressions where the linear continuous functional does not appear explicity. The most common
example is perhaps the rule (2.33) allowing us to swap the integral and derivative, which is a
particular case of the rule (4.4) above.

4.2.2 Functional differentiation of exponential

Prove the chain rule when the outer function is the exponential (2.36), i.e.

d(expoF)(h;n) = 0F (h;n)(expoF)(h). (4.5)

(Hint) Use the chain rule (2.20), then write the outer differentation using the definition of the
chain differential (2.16). Use the Taylor expansion of the exponential (1.25) to conclude.

4.3 Higher-order moments for point processes

4.3.1 Functional differentiation of exponential (cont.)

Let f be some suitable function on X, and B some suitable region of X, and = some point of X.
Prove the equality (3.19), i.e.

6 (exp(—f(x)); 1) = —1p(z) exp(—f(x)). (4.6)

(Hint) Find the “cumbersome” expression of the left-hand side, i.e., find the functional F such
that 6(exp(—f(z));15) = d(expoF)(f;15). Then, use the result (2.36) (repeated in (4.5) in
Ezx. 4.2.2) to resolve the composition. Use the definition of the chain differential (2.16) on
O0F(f;1B) to conclude.
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4.3.2 p.g.fl. and Laplace functional

Let ® be a point process with p.g.fl. Gg and Laplace functional L. Prove that:

‘Sgd’(h; 1B)|h:1 = - 5£<I>(f§ 1B)|f:o ) (4-7)
for any suitable region B C X.

(1

What can we conclude on the first moment jig ) and first factorial moment a((bl) of &7

4.3.3 Variance and additivity

Let By, Bo C X be two suitable regions of the state space such that B; N By = (). Let ® be a
point process whose target number is decribed by the cardinality distribution

(=4 """ (43)
n) = .
pe 0, otherwise,

and whose targets’ states are i.i.d. according to some spatial distribution s¢ such that s¢(B;1) =
sp(Bg) = % The point process ® describes a very simple situation where the number of target
is the scene is 1 with certainty, and this target is within By or By with equal probability.

a) Prove that pue(B1) = pe(B2) = 3, and pig(B1 U By) =
b) Prove that varg(B;) = vare(B2) = 1, and vare (B U By) = 0.

Since, according to @, there is one and only one target in the scene, and it is either in B; or By,
the results above make sense. There is uncertainty whether the target is in By or By, and thus
both varg(B;) and varg(Bs) are non-zero. However the target is in By U By with certainty, and
thus pe(B1 U By) =1 and varg(By U By) = 0.

This simple example, however, show that the variance is not additive, since varg(B; U By) <
varg(B1) and yet By C By U Bs. Therefore, the variance is not a measure, and does not admit
a density.

4.3.4 PHD filter and variance

We have seen in Chap. 2 that the intensity measure of the updated process ®|Z, propagated by
the PHD filter, is given by (see (2.87)):

(@)(z]7)pa (dx)
fX pd ):ufb(dy) +,Ufclutter( )

no=(B12) = [ (1= pala)a(da) + 3 (4.9)

z€EZ
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Show that the variance of the updated process is given by

varez(B12) = [ (1= pa(o)a(do)

iy de z)l(z]x)pa (dz) ( pr (2)0(2|7) pap (dz)
fxpd U(z|y) pa(dy) + petutter(2) fxpd U(z]y) pa(dy) + Hetutter (2)

) . (4.10)

z€Z

We know that the predicted process ® is assumed Poisson in the case of the PHD filter, and thus
pa(B) = varg(B). What does the comparaison of (4.9) and (4.10) tell us about the updated
process ®|=7

4.3.5 i.i.d. cluster processes

A iid. (cluster) process ® is a generalization of a Poisson process which plays an important
role in the construction of the CPHD filter [12], characterized by a spatial distribution s¢ and a
cardinality distribution pg. It is defined as follows:

{Vn >0, || =n with probability pg(n) (4.11)

The object states are i.i.d. according to sg.

Just as for the Poisson point process, the spatial distribution is the normalized intensity measure

se(") = :;(()'()). Also, it holds that 3, - npa(n) = pe(X).

Let ® be a i.i.d. process, with intensity measure ug and cardinality distribution pg.
a) Find the expression of the p.g.fl. of the point process.

(Hint) You should find
S

n>0

b) In the special case where the cardinality distribution is a Poisson random variable with rate
Ao = pe(X), prove that @ is a Poisson process.

(Hint) Show that if ps(n) = exp(— )\cp)( ) , then the p.g.fl. (4.12) reduces to the p.g.fl. of a
Poisson process (2.60).

c¢) Show that the variance of ® in any suitable region B C X is equal to

vars(B) = pa(B) + (na(B))? |22z = Do) ) (1.13)

[z mp0 ()]
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What happens if the cardinality distribution is Poisson?

d) (Advanced) i.i.d. cluster processes have a less intuitive behaviour than Poisson processes and
can yield surprising results. Prove that, for any mean target number 0 < y < co, any constant
0 < C < 00, there exists a i.i.d. point process ®¢ such that:

o [ pac(dr) =y
o VB € B(X),B # 0, varg,(B) > pa.(B) + C[A(B)]*;

where A is the dimensionless Lebesgue measure on X.

(Hint) Produce a sequence of i.i.d. point processes {®m, }m>0 such that:
e VmeN, [pe,(dr)=up;

o VB € B(X), limy, o 2eulboa® — o

That is, contrary to a Poisson process (see Section 3.5), one can always find a i.i.d. process
® with a “reasonable average behaviour” — i.e. a finite global mean target number pg(X) — and
yet an arbitrary high variance in any non-empty region B — the information on the local target
number in B is “completely unreliable”.
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