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Research Question

How to mitigate the degradation of a
classifier's performance when going from
academic (source) to real-world (target)
datasets when the cost of labelling is really
highe

Method, Data & Results

-Adversarial training alternates unsupervised
(class agnostic  domain  discriminators  at
various levels using target dataset) and
supervised (on source dataset) learning using
same ResNet50.

-Datasets — Cifar10 (source) & STL10 (target)
-Baseline — supervised learning on source
-Upper-bound - supervised learning on target
-Consistent increase in accuracy at various
levels of supervised learning
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