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This work is on the detection of mines in sonar images. The main objective is to show that it is possible to reveal mines as anomalies with respect to 
the seabed. What is naturally required is to be able to measure the similarity between regions of a sonar image. Such a measure has to account for 
the variability of the types of seabed. We used the concept of similarity by composition. A query, that is, a specific region of a sonar image, is 
compared to the rest of the image, that is, the reference. The query is broken into many overlapping patches. What is measured is how easy it is to 
compose the query using patches from the reference.  

SUMMARY

Left. Sonar image. Middle. Query signal. Right.             associated 
with all possible signals S in the image. The score is displayed in a 
logarithmic scale. Red = high similarity. Blue = low similarity.

We consider a query signal Q which is a rectangular 
region extracted from the sonar image under study. We 
consider the rest of the image as a reference R. We look 
for the signal S* in the reference which is most similar to 
the query Q, that is 

where         quantifies the amount of similarity between 
any candidate signal S, in the reference R, and the query 
Q.

We used the concept of similarity by composition [BI07]. 
The query signal Q is broken into many small overlapping 
patches, and so are the candidate signals S. Every patch 
is characterised by a descriptor D and a position P relative 
to a pre-defined centre C.

The statistical dependences between the centres, the 
patches’ descriptors, and the patches’ positions are 
modeled by a Bayesian network.

            is now the conditional distribution of S given Q.
                     

Practically, the maximisation over the 
set of all possible candidate signals S 
is performed with the help of a belief 
propagation algorithm [YFW01].

Maximum a posteriori estimation


