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Chapter 1

Measure and probability
theory for multi-object
estimation

The main objective in this lecture is to give an overview of the concepts and
tools of probability theory and measure theory that are useful for multi-object
estimation. Probability and measure theory are usually described in a very
formal way, and the underlying ideas behind the introduced concepts might be
difficult to grasp.

In spite of the limited duration of this lecture, both measure and probability
theory will be discussed. Indeed,

“Probability theory and measure theory have become so intertwined
that they seem to many mathematicians of our generation to be two
aspects of the same subject”1.

This lecture is organised as follows. Starting from simple consideration about
a random experiment, questions will be raised and answered successively until
the concept of point process is reached and described. Indeed, point processes
are useful to describe random experiments that are sophisticated enough to deal
with multi-object estimation. Some details will be omitted when they would
provide only little insight about the general concept.

Consider a space X (nice enough, e.g. Rd for any d > 0) where we want to
describe a random experiment. The space X is called the outcome space since it
contains all the possible outcomes regarding the random experiment of interest,
as illustrated in the following example.

Example 1 (Where is the fly?). Let’s try a thought experiment. Consider that
there is a fly in a room, and that its motion is random. Let S ⊂ R3 be the

1M. Adams and V. Guillemin. Measure Theory and Probability, Wadsworth & Brooks,
Monterey, California, 1986.
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4 CHAPTER 1. MEASURE AND PROBABILITY THEORY

volume of the room. An outcome for the position of the fly is any point x ∈ S
so that the space of all outcomes is S. Now, if you stop observing the fly and
if, after a couple of seconds, you try to predict its position, you are likely to
say “it should be around there” rather than “it is exactly there”. This simple
thought experiment shows that outcomes are not so useful to describe random
experiments; the introduction of another concept is required.

Q1: How to put mathematical sense on “around there”?

Clearly, the concept of subset is required. However, it is not desirable to consider
any subset of the space X , i.e. any element in the power set of X . Indeed, some
subsets have very peculiar properties that are far from being intuitive. The
Banach-Tarski paradox illustrated in Figure 1.1 shows that, when considering
any subset of a ball, one can build two balls out of one, all of them being
identical.

It is therefore required to only consider the subsets of X that have nice
properties, and we call them the measurable subsets of X . We additionally want
to consider specific classes of measurable sets, with the following properties

1. closed under complementation and countable union,

2. contains the empty set ∅.

Any class S of subsets of X with these properties is called a σ-algebra on X .
The space (X ,S) is called a measurable space.

Figure 1.1: The Banach-Tarski paradox

Q1’: Do we want any σ-algebra?

No, because some σ-algebras are too simple to be useful, for instance the min-
imal/trivial σ-algebra is the set {∅,X}. A useful σ-algebra is called the Borel
σ-algebra and is defined as the smallest σ-algebra containing all the open sets
in X , denoted B(X ).

Q2: How can we use/characterise these measurable sub-
sets?

To use or characterise measurable subsets, we need a function taking measurable
subsets as argument and associating a real number (possibly infinite).
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Definition 1 (Measure). Let (X ,S) be a measurable space, a function

µ : S → R ∪ {+∞} (1.1)

is called a measure if:

1. ∀B ∈ S: µ(B) ≥ 0,

2. µ(∅) = 0,

3. ∀B1, B2, . . . ∈ S, Bi ∩Bj = ∅, µ(∪Bi) =
∑
µ(Bi),

Additionally, µ is called a probability measure if

µ(X ) = 1. (1.2)

The space (X ,S, µ) is called a measure space or a probability space if µ is a
probability measure.

Each of the hypotheses above can be interpreted in the context of probability
theory:

• Hypothesis 1 ensures that there is no event with negative probability,
which would not be meaningful.

• Hypothesis 2 makes sure that the probability of the empty set ∅ repre-
senting the event “no event” is null. For instance, the probability for a
fair coin to give neither head or tail has to be null.

• Hypothesis 3 corresponds to the principle that the probability for a fair
die to give 2 or 5 is the sum of the probability of this two events. Note
that, for any measure µ and any event B ∈ S,

µ(B) = µ(B ∪ ∅) = µ(B) + µ(∅), (1.3)

so that µ(∅) = 0.

• By convention, the probability of a “sure event” is 1, or “100%”. The
condition (1.2) ensures that the space X contains all the possible outcomes
so that X is a sure event.

Remark 1 (Cartesian product). Let (X1,B(X1), µ1) and (X2,B(X2), µ2) be two
measure spaces. The Borel σ-algebra on the product space X = X1 × X2 can be
expressed as B(X ) = B(X1)⊗ B(X2) which is a product σ-algebra.

For any B1 ∈ B(X1) and any B2 ∈ B(X2), the product measure µ = µ1 × µ2

on (X ,B(X )) is such that

µ(B1 ×B2) = µ1(B1)µ2(B2). (1.4)

Measures on product spaces will be useful when we will be dealing with multi-
variate random experiments.

One of the most fundamental and useful example of measures is the Lebesgue
measure λ on X = Rd, d > 0, endowed with the Borel σ-algebra B(X ), that
gives the “volume” λ(B) of any measurable subset B ∈ B(X ).
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Q3: Can we only measure subsets?

It would be nice to be able to measure functions. Let f be a function such that,

f =

N∑
i=1

ai1Ai
, (1.5)

where ai ∈ R, 1 ≤ i ≤ n, and where 1Ai
is the indicator function of the set Ai,

i.e. 1Ai
(x) = 1 if x ∈ Ai and 0 otherwise. The Lebesgue measure λ(f) of the

function f can then be defined as

λ(f) =

N∑
i=1

aiλ(Ai). (1.6)

A very large class of function can be generated by simple functions, and for
any of the function f in this class, we can write:

λ(f) =

∫
fdλ =

∫
f(x)λ(dx), (1.7)

which is more general than the Riemann integral. Note that the shorthand
notation dx is often used to refer to the Lebesgue measure λ(dx).

The same principle can actually be applied for any measure µ, so that we
can write

µ(f) =

∫
fdµ =

∫
f(x)µ(dx), (1.8)

and call it the Lebesgue integral of f with respect to the measure µ. Note that,
for any B ∈ B(X ), µ(1B) =

∫
1B(x)µ(dx) =

∫
B
µ(dx) = µ(B).

Lebesgue integration is not only useful because it is defined for a larger
class of functions than the Riemann integral, but also because integration can
be carried out on any space as long as it is equipped with a σ-algebra and a
measure. We now have enough tools and concepts to define a random experiment
properly. Simple random experiments are dealt with first.

Q4: How to characterise a “single-variate” random exper-
iment?

Here, the focus is on the characterisation of a single individual or entity, e.g.
one fly, one coin, one die, etc., which justify the name “single-variate” random
experiment. Since we know how to define a probability measure, the most
natural way of characterising a random experiment is to find the right space,
say X , to endow it with an adequate σ-algebra so that a probability measure
can be defined.

Example 2. Consider again the fly from Example 1. As stated earlier, the
set S ⊂ R3 is appropriate to describe the (random) position of the fly. We
equip S with the Borel σ-algebra B(S) since we are interested in describing the
probability for the fly to be in a given area. We can now define a probability
measure P so that we have a probability space (S,B(S), P ) to work with.
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Xnew space

?

Figure 1.2: Are these spaces related?

At this point, we are able to characterise any single variate random experi-
ment. However, it is of interest to be able to relate the events in X with events in
other spaces, as pictured in Figure 1.2. This operation does not seem straight-
forward because even though the randomness is already well characterised, its
source has not been clearly identified.

Q4’: Is there a more convenient way of defining a single-variate ran-
dom experiment?

To better represent the randomness in one or several spaces, it is necessary to
isolate it in a single, possibly complicated probability space (Ω,F ,P) containing
everything about the random experiment, see Figure 1.3.

Xnew space

Ω

X

Figure 1.3: Proper way of relating spaces.

A random variable is then a nice function X from (Ω,F ,P) to (X ,B(X )).
We will come back to what a nice function is in this case after the following
example.

Example 3 (The fly again). If we keep representing the position of our fly
in S, but at some point we get information about, e.g. the age of the fly, then
we have another random variable that is characterising the same fly. Clearly,
the position and the age of the fly are actually projections of a more complex
random experiment where everything about the fly would be characterised. If we
represent this latter random experiment by the probability space (Ω,F ,P), then
the two random variables, say Xposition and Xage are the mappings

Xposition : (Ω,F ,P)→ (S,B(S)), (1.9)
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and

Xage : (Ω,F ,P)→ (R+,B(R+)). (1.10)

So, what are the properties of a function X required to turn it into a proper
random variable? Because we are still interested in measuring the probability
of events in X , we require that X maps all the events in X back to events in Ω
so that they can be measured by P, see Figure 1.4. More formally, we require
that

X−1(B) = {ω ∈ Ω|X(ω) ∈ B} ∈ F , ∀B ∈ B(X ). (1.11)

The functions that satisfy (1.11) are called measurable functions. An in-
teresting result is that any non-negative measurable function is the pointwise
limit of a sequence of simple functions, as introduced in (1.5). The consequence
is that any random variable can be integrated in the context of Lebesgue inte-
gration. We are now able to define the expectation. However, before doing so,
it is useful to check that we can still define a probability measure directly on
(X ,B(X )).

X

Ω X

B

X−1(B)

P
( )

Figure 1.4: What is the probability measure of B?

Q4”: What is the probability measure on (X ,B(X ))?

The probability measure on (X ,B(X )) can be defined from P through the fol-
lowing operation:

PX(B) = Pr(X ∈ B) = P(X−1(B)), B ∈ B(X ). (1.12)

The probability measure PX is called a pushforward probability measure since
it “pushes” the probability measure P “forward” into B(X ).

Q5: How to define the expectation?

Since random variables are measurable functions, we can integrate them with
respect to any measure defined on their domain. In particular we would like to
sum over all the possible values X(ω) of X : (Ω,F ,P) → (X ,B(X )) together
with the probability P(dω) for the state to be arbitrarily close to ω. Formally,
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such a quantity can be written as the Lebesgue integral:

E[X(·)] =

∫
Ω

XdP (1.13a)

=

∫
Ω

X(ω)P(dω) (1.13b)

=

∫
X
xPX(dx), (1.13c)

and is called the expectation of X, but also the expected value, the mean or the
first moment of X.

It is worth underlying that the probability space (Ω,F ,P) does not appear
explicitly in (1.13c). This space is only used to properly define the random
variable X, but does not increase the complexity of the expression of the usual
concepts like the expectation. Yet, (1.13c) is not the usual expression of the
expectation since it is based on a probability measure rather than a probability
density.

Q5’: How to relate probability measures and probability densities?

The first thing to do is to consider a “small” measurable subset “B = dx” since
we are trying to describe the event at a given point x of the space. However,
the mass of any (non-atomic) probability measure in the subset B tends toward
0 when the size of B tends toward 0. The quantity of interest is then the ratio
pX(x) between the probability PX(dx) and the size λ(dx) of dx, when the latter
is arbitrarily small. Informally, we can write

“B = dx, pX(x) =
PX(dx)

λ(dx)

′′
, (1.14)

which is well defined when

PX(B) = 0 =⇒ λ(B) = 0. (1.15)

This condition is formally referred to as the absolute continuity of PX with
respect to λ and is denoted PX � λ.

The function pX is called the probability density of the random variable X
and is formally defined as the function satisfying

PX(B) =

∫
B

pX(x)λ(dx) =

∫
B

pX(x)dx. (1.16)

The expectation can now be expressed as

E[X] =

∫
xPX(dx) =

∫
x pX(x) dx, (1.17)

which is the usual definition of the expectation.
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At this point, the single-variate random experiments have been defined and
characterised. Many results about them could be written, but our interest
is in “multi-variate” random experiments which should have the right level of
sophistication to represent a stochastic population and therefore deal with multi-
object estimation.

Q6: What is a “multi-variate” random experiment?

A multi-variate random experiment consists of an unknown random number of
random individuals represented by points, often referred to as a point process.
There are several ways of defining a point process:

1. [Daley and Vere-Jones Vol. I [2] ] A point process Φ can be characterised
by:

(a) A distribution {pn}n≥0, determining the total number of points in
the population, with ∑

n≥0

pn = 1. (1.18)

(b) For each integer n ≥ 1, a probability measure P
(n)
Φ on B(Xn), deter-

mining the joint distribution of the states of the points in the process,
given that their total number is n.

For every possible cardinality n, the point process Φ is then characterised
on the space Xn, i.e. a space of sequences or vectors rather than a space
of sets. Because there is no natural order in most of the high dimensional
spaces, e.g. X = Rd with d > 1, the order of the points in the sequence has
to be irrelevant. To ensure this is true, for any n ∈ N∗, we can symmetrise

the probability measure P
(n)
Φ and therefore define a measure J

(n)
Φ , called

Janossy measure, as follows

J
(n)
Φ (B1 × . . .×Bn) = pn

∑
σ∈Sn

P
(n)
Φ (Bσ(1) × . . .×Bσ(n)), (1.19)

where Sn is the permutation group on n letters and B1×. . .×Bn ∈ B(Xn).
The Janossy measure is a useful and insightful characterisation of a point
process and has many properties.

Even though this definition of the point process Φ is sufficient to char-
acterise it, we would like to isolate the randomness in another space, say
(Ω,F ,P), for the same reasons as for random variables.

2. [Daley and Vere-Jones Vol. II [3] ] Point processes can be characterised
by counting measures, which are defined as follows.
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Definition 2 (Counting measure). For a given set ϕ of points in X such
that ϕ = {x1, . . . , xn}, the counting measure Nϕ is defined as

Nϕ : B(X )→ N (1.20)

B 7→
n∑
i=1

δxi(B),

where δx is the Dirac measure at point x such that δx(B) = 1 if x ∈ B
and 0 otherwise.

Note that, as a measure, the Dirac measure δx can take a function as an
argument, and be written δx(f) = f(x).

A point process can then be defined as a random measure:

N : (Ω,F ,P)→ (N#∗
X ,B(N#∗

X )) (1.21)

ω 7→ Nω,

where N#∗
X is the space of nice (simple boundedly finite) counting measure

on X .

• Advantages: inherit the properties and theorems related to random
measures,

• Drawbacks: not as intuitive as the first definition.

3. [Stoyan et al. [8] ] Let E be the space of sets of points in X . The space E
can be expressed as

E = φ ∪
⋃
n≥1

X (n), (1.22)

where φ is the empty configuration and X (n) is the space of sets of size n.
We additionally assume that for any set ϕ ∈ E\φ, the following properties
are verified:

• ϕ is locally finite (each bounded subset of X must contain only a
finite number of points of ϕ),

• ϕ is simple, i.e.

∀xi, xj ∈ ϕ, xi = xj =⇒ i = j. (1.23)

A point process can then be defined as a measurable mapping

Φ : (Ω,F ,P)→ (E,B(E)), (1.24)

and the associated counting function is, for any B ∈ B(X ),

N·(B) : (E,B(E))→ N (1.25)

ϕ 7→ Nϕ(B).

An example of counting function is given in Figure 1.5.
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ϕ = {x1, . . . , x5}

Nϕ(B)

0 1 2 3 x1

x4
x5

x3 x2

B

Figure 1.5: A counting function N·(B) at ϕ = {x1, . . . , x5}.

Henceforth, the definition of Stoyan will be used since it is the closest to
Finite Set Statistics (FiSSt). Note that the point process Φ, as defined in
(1.24), and the counting function N·(B), defined in (1.25), can be composed to
form the random variable NΦ(B) : (Ω,F ,P)→ N.

We now have objects of different natures:

• NΦ : Random measure in N#∗
X ,

• NΦ(B) : Random variable in N,

• Nϕ : Measure on B(X ).

Note that, since NΦ and Nϕ are measures, we can consider measuring func-
tions with them. For instance, for any measurable function f on (X ,B(X )),

NΦ(f) =

∫
f(x)NΦ(dx) (1.26a)

=
∑
x∈Φ

δx(f) (1.26b)

=
∑
x∈Φ

f(x) (1.26c)

As for random variables, we would like to define the expectation with respect
to the point process Φ.

1. [First try ] One possibility is to transpose the definition for random vari-
able, mutatis mutandis, and write

E[Φ(·)] =

∫
Ω

Φ(ω)P(dω) (1.27a)

=

∫
E

ϕPΦ(dϕ), (1.27b)

where PΦ is the pushforward probability measure of P into E. The integral
(1.27b) is not well defined in general since there is no natural way of
summing sets together, for instance, the sum “{x1} + {x2, x3}” is not
properly defined. A different expression is then needed for the expectation.
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2. [Second try ] The other possibility is to reuse directly the expectation as
defined before with the random variable NΦ(B):

E[NΦ(·)(B)] =

∫
Ω

NΦ(ω)(B)P(dω) (1.28a)

=

∫
E

Nϕ(B)PΦ(dϕ), (1.28b)

= µ
(1)
Φ (B), (1.28c)

where µ
(1)
Φ is the first order moment measure, or mean, or intensity mea-

sure, also denoted µΦ for short. Unlike the mean of a random variable
which is a real value, the mean of a point process is a function of space
and gives the expected number of points in a given area B.

For consistency, we can define a the equivalent of the Janossy measure JΦ

based on PΦ such that

JΦ(B1 × . . .×Bn) = n!PΦ(B1 × . . .×Bn). (1.29)

Note that, unlike the definition (1.19), there is no sum over permutations here
since PΦ is defined on a space of sets where there is no notion of order.

Example 4 (Campbell theorem). The following useful result, called Campbell
theorem, can be proved straightforwardly:

E

[∑
x∈Φ

f(x)

]
=

∫
E

(∑
x∈ϕ

f(x)

)
PΦ(dϕ) (1.30a)

=

∫
E

∫
X
f(x)Nϕ(dx)PΦ(dϕ) (1.30b)

=

∫
X
f(x)µΦ(dx), (1.30c)

where relations (1.26) and (1.28) have been used.

In Finite Set Statistics, another integral can be used in place of the Lebesgue
integral over E, this integral is called the set integral and is defined as follows.

Definition 3 (Set Integral). Let f be a multi-object density on E and let BX
be a measurable subset in B(X ). The set integral of f on BX is defined as∫

BX

f(ϕ)δϕ =
∑
n≥0

1

n!

∫
(BX )n

f({x1, . . . , xn})dy1 . . . dyn, (1.31)

where (BX )0 = φ by convention.
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Q6’: What is the difference between the set integral and the Lebesgue
integral on E?

Let BX = B
(1)
X ∪ B

(2)
X be a measurable subset of X . The set integral of the

multi-object density f on E is not additive in BX :∫
BX

f(ϕ)δϕ 6=
∫
B

(1)
X

f(ϕ)δϕ+

∫
B

(2)
X

f(ϕ)δϕ, (1.32)

regardless of the fact that B
(1)
X ∩B

(2)
X = ∅ or not.

Let BE = B
(1)
E ∪B

(2)
E be a measurable subset of E such that B

(1)
E ∩B

(2)
E = ∅.

The set integral of the multi-object density f on E is additive in BE :∫
BE

1

|ϕ|!
f(ϕ)dϕ =

∫
B

(1)
E

1

|ϕ|!
f(ϕ)dϕ+

∫
B

(2)
E

1

|ϕ|!
f(ϕ)dϕ. (1.33)

It is then a matter of choice: the Lebesgue integral is defined on the space
of sets and might be complicated to handle while the set integral is defined on
the individual space and is thus simpler. However, this simplicity comes at the
cost of the loss of the additivity which is a considered as a usual property of the
integral.



Chapter 2

Bayes’ filter and PHD filter

In this lecture, the derivations of the Bayes’ filter and of the Probability Hy-
pothesis Density (PHD) filter will be given and explained. The objective is to
see that, when using probability generating functionals along with relatively
simple probability rules, we can arrive easily to the generating functional form
of the prediction and the update. The similarities between these two steps will
also be highlighted. The lecture begins with the introduction of the concept of
probability generating functional starting from Fourier-like integral transforms.

2.1 Generating functional

Integral transform is popular concept in maths and engineering since it often
allows for a simple and powerful representation of difficult concepts and the cal-
culation of complicated quantities. Multi-object estimation is not an exception
since the integral transforms called probability generating functionals (p.g.fl.s)
can be used to greatly simplify some of the most challenging problems. The
developments here follow [3]:

• From random linear functional/random measures:
Characteristic functional:

FΦ[f ] = E
[
exp

(
i

∫
f dNΦ

)]
. (2.1)

• Counting measures are non-negative, let f = ig:
Laplace functional:

LΦ[g] = E
[
exp

(
−
∫
g dNΦ

)]
. (2.2)

• The Laplace functional is useful for calculating moments (see [8], or Chap-
ter 4). However, at this point, we are only interested in the simpler fac-
torial moments and we can simplify the Laplace functional by setting

15
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g = − log h:
Probability generating functional (p.g.fl.):

GΦ[h] = LΦ[g] = E

[
exp

(
+
∑
x∈Φ

log h(x)

)]
(2.3a)

= E

[ ∏
x∈Φ

h(x)

]
(2.3b)

=
∑
n≥0

∫
X (n)

h(x1) . . . h(xn)PΦ(d {x1, . . . , xn}). (2.3c)

Example 5. Let Φ1, . . . ,ΦN be independent point processes from (Ω,F ,P) to
(EX ,B(EX)) and let Φ = Φ1 ∪ . . . ∪ ΦN .

For a given outcome ω,

Φ(ω) = {x1,1, . . . , x1,n1} ∪ . . . ∪ {xN,1, . . . , xN,nN
}, (2.4)

for some n1, . . . , nN ∈ N and some xi,j ∈ X , 1 ≤ i ≤ N , 1 ≤ j ≤ ni. We can
now rewrite the p.g.fl. GΦ as a function of the p.g.fl.s GΦi

, 1 ≤ i ≤ N :

GΦ[h] = E

[ ∏
x∈Φ

h(x)

]
= E

[
N∏
i=1

∏
x∈Φi

h(x)

]
=

N∏
i=1

GΦi
[h]. (2.5)

This example shows that p.g.fl.s are useful to handle processes defined as a
superposition of other independent processes.

We can still define Janossy measures, i.e. for any B ∈ B(EX),∫
B

JΦ(d{x1, . . . , xn}) =

∫
B

n!PΦ(d{x1, . . . , xn}) (2.6a)

=

∫
B

fΦ({x1, . . . , xn})λ(d{x1, . . . , xn}) (2.6b)

=

∫
B

fΦ({x1, . . . , xn})dx1 . . . dxn (2.6c)

=

∫
B

fΦ(X)dX, (2.6d)

where λ is a reference measure on EX and where the Radon-Nikodym theorem
has been used from (2.6a) to (2.6b) under the assumption that PΦ is absolutely
continuous with respect to λ (PΦ � λ). The function fΦ is called a multi-object
density.
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We can rewrite the p.g.fl. GΦ of the point process Φ with the multi-object
density fΦ and get

GΦ[h] = E

[ ∏
x∈Φ

h(x)

]
(2.7a)

=
∑
n≥0

∫
X (n)

1

n!
h(x1) . . . h(xn)fΦ({x1, . . . , xn})dx1 . . . dxn (2.7b)

2.2 Multi-object estimation

All the results in this section can be found either in [7] or in [6], only the
presentation and the notations differ.

2.2.1 Prediction: Chapman-Kolmogorov equation

The objective in this section is to relate the spaces EX and EY , defined as
follows

EX = φ ∪
⋃
n≥1

X (n), EY = φ ∪
⋃
n≥1

Y(n). (2.8)

More precisely, we want to move to the space EX all the knowledge we have
about the point process ΦY in EY , which is represented by the multi-object
density fY .

Bayes’ filter prediction

The most direct way of relating two point processes is to define a joint multi-
object density fX,Y on EX × EY . It is useful to express fX,Y as a function of
fY :

fX,Y (X,Y ) = MX|Y (X|Y )fY (Y ), (2.9)

where MX|Y is a multi-object Markov transition. The next step consists of
extracting from fX,Y all the information related to ΦX . More formally, the
objective is to marginalise the joint multi-object density fX,Y as follows

fX(X) =

∫
EY

1

|Y |!
fX,Y (X,Y )dY (2.10a)

=

∫
EY

1

|Y |!
MX|Y (X|Y )fY (Y )dY. (2.10b)

This is the Chapman-Kolmogorov equation for point processes. The term 1/|Y |!
in (2.10) can be surprising at first sight, however, since fX,Y is not a probability
density and since marginalisation applies only on probability densities, it is
necessary to renormalise fX,Y before integrating it. According to (2.6a), the
normalising factor of fX,Y (·, Y ) is |Y |!.
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P.g.fl. form of the Chapman-Kolmogorov equation

We have seen that probability generating functionals (p.g.fl.s) are useful for
dealing with point processes, and we would like to introduce them in (2.10).
This can be done by multiplying on the left and right by 1

|X|!
(∏

x∈X h(x)
)

and

integrating over EX :∫
EX

1

|X|!

(∏
x∈X

h(x)

)
fX(X)dX =

∫
EX

∫
EY

1

|X|!|Y |!

(∏
x∈X

h(x)

)
MX|Y (X|Y )fY (Y )dY dX, (2.11)

where the p.g.fl.s GX and GX|Y can be identified so that

GX [h] =

∫
EY

1

|Y |!
GX|Y [h|Y ]fY (Y )dY. (2.12)

Given that fY is known, the only unknown in (2.12) is the p.g.fl. GX|Y .
Assuming that all the targets are independent of each other, that the birth
process Φbirth is known and represented by Gbirth, and that there is no spawning:

• if Y = φ, GX|Y [h|φ] = Gbirth[h],

• if Y = {y}, no birth,

GX|Y [h|{y}] =

∫
EX

1

|X|!

(∏
x∈X

h(x)

)
MX|Y (X|{y})dX (2.13a)

= MX|Y (φ|{y}) +

∫
X
h(x)MX|Y ({x}|{y})dx (2.13b)

= Gtarget[h|y], (2.13c)

Since the multi-object Markov transition MX|Y is defined on EX × EY
and is a multi-object density on EX , we can write

Gtarget[1|y] = 1 = MX|Y (φ|{y}) +

∫
X
MX|Y ({x}|{y})dx. (2.14)

Let M̂X|Y be a Markov transition on X ×Y and pS a function on Y such

that MX|Y ({x}|{y}) = pS(y)M̂X|Y (x|y), then MX|Y (φ|{y}) = 1 − pS(y),
and

Gtarget[h|y] = 1− pS(y) +

∫
X
h(x)pS(y)M̂X|Y (x|y)dx. (2.15)

• if Y = {y1, . . . , yn}, the point process ΦX(Y ), conditioned on Y , can be
expressed as

ΦX(Y ) = Φbirth ∪ ΦX,1(y1) ∪ . . . ∪ ΦX,n(yn), (2.16)
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so that, using the result of Example 5,

GX|Y [h|Y ] = Gbirth[h]

n∏
i=1

Gtarget[h|yi]. (2.17)

We can now replace GX|Y [h|Y ] in (2.12) by its expression (2.17) and get

GX [h] = Gbirth[h]

∫
EY

1

|Y |!

( ∏
y∈Y

Gtarget[h|y]
)
fY (Y )dY, (2.18)

where we can identify the p.g.fl. GY of the process ΦY and write

GX [h] = Gbirth[h]GY [Gtarget[h|·]]. (2.19)

Equation (2.19) is the p.g.fl. form of the Chapman-Kolmogorov equation
representing the prediction step.

The PHD filter prediction

The prediction equation of the PHD filter can be found straightforwardly by
using (2.19) and given that

µX(x) = δGX [h; δx]|h=1 . (2.20)

Indeed, by using the product rule for functional derivatives,

µX(x) = δGbirth[h; δx]|h=1GY
[
Gtarget[1|·]

]
+Gbirth[1] δ

(
GY
[
GX|Y [h|·]

]
; δx
)∣∣
h=1

.
(2.21)

Since any p.g.fl. G satisfy G[1] = 1, we can see that

Gbirth[1] = 1, (2.22a)

Gtarget[1|·] = 1, (2.22b)

GY
[
Gtarget[1|·]

]
= GY [1] = 1. (2.22c)

Since the birth process Φbirth is assumed to be known, its first moment
density µbirth(x) = δGbirth[h; δx]|h=1 is also considered as known. The last
unknown term in (2.21) is the derivative of GY [GX|Y [h|·]] in the direction δx
at point h = 1. If, following (2.3b), we rewrite GY as an expectation, then this
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term becomes

δ
(
GY
[
GX|Y [h|·]

]
; δx
)∣∣
h=1

(2.23a)

= E
[
δ
( ∏
y∈ΦY

Gtarget[h|y]; δx

)]∣∣∣
h=1

(2.23b)

= E
[ ∑
y∈ΦY

δGtarget[h|y; δx]
∏

y′∈ΦY

y′ 6=y

Gtarget[1|y′]
]

(2.23c)

= E
[ ∑
y∈ΦY

pS(y)M̂X|Y (x|y)
]

(2.23d)

=

∫
Y
pS(y)M̂X|Y (x|y)µY (y)dy, (2.23e)

where the last line is due to Campbell theorem (1.30).

Rewriting (2.21), the predicted first moment density µX can be expressed in
terms of the prior first moment density µY as

µX(x) = µbirth(x) +

∫
Y
pS(y)M̂X|Y (x|y)µY (y)dy. (2.24)

This last result is the PHD filter prediction [6].

Example of Bayes’ filter prediction

We will only study a special case of the Bayes’ filter prediction since the general
case is rather involved. Indeed, if we were to differentiate the conditional p.g.fl.
GX|Y , given in (2.17), m times in the directions δx1

, . . . , δxm
at point 0, we

would find the multi-object Markov density MX|Y to be

MX|Y (X|Y ) = fbirth(X)

n∏
i=1

(1− pS(yi))
∑
θ

∏
i:θ(i)>0

pS(yi)M̂X|Y (xθ(i)|yi)
(1− pS(yi))µbirth(xi)

,

(2.25)
where X = {x1, . . . , xm}, Y = {y1, . . . , yn}, where the birth is Poisson:

fbirth(X) = exp

(
−
∫
µbirth(x)dx

)
µbirth(x1) . . . µbirth(xm), (2.26)

and where θ is a function from {1, . . . , n} to {0, 1, . . . ,m} such that θ(i) =
θ(j) 6= 0 implies that i 6= j. The function θ can be understood as an association
function. This is surprising since we do not usual think about association in the
prediction step. As we will see below, this association usually disappear because
of the symmetry of the prior multi-object density fY .

We assume that there is no birth and no death so that, if there is any
i ∈ {1, . . . , n} such that θ(i) = 0, then MX|Y (X|Y ) = 0. The consequences are



2.2. MULTI-OBJECT ESTIMATION 21

that m = n and that the only mappings θ left are the permutations σ in Sn.
The multi-object Markov density MX|Y becomes

MX|Y (X|Y ) =
∑
σ∈Sn

n∏
i=1

M̂X|Y (xσ(i)|yi). (2.27)

Using (2.10) and (2.27), the predicted multi-object density fX can be ex-
pressed as

fX({x1, . . . , xn}) =

∫
Y(n)

1

n!

∑
σ∈Sn

( n∏
i=1

M̂X|Y (xσ(i)|yi)
)
fY ({y1, . . . , yn})dy1 . . . dyn.

(2.28)
Because of the symmetry of fY , the n! permutations in Sn are all equal and

the Bayes’ filter prediction can be written

fX({x1, . . . , xn}) =

∫
Y(n)

M̂X|Y (x1|y1) . . . M̂X|Y (xn|yn)fY ({y1, . . . , yn})dy1 . . . dyn.

(2.29)
Note that multi-object densities are “stable” under prediction, in other

words, the operation of prediction preserves its structure. The prediction for
probability densities would be

pX({x1, . . . , xn}) =
1

n!

∫
Y(n)

M̂X|Y (x1|y1) . . . M̂X|Y (xn|yn)pY ({y1, . . . , yn})dy1 . . . dyn,

(2.30)
where the additional 1/n! makes the expression less intuitive.

2.2.2 Update: Bayes’ theorem

We are given some kind of information about our random experiment under the
form of the realisation Z = {z1, . . . , zm} of a point process ΦZ in EZ . We now
want to relate the spaces EX and EZ in order to improve our knowledge about
the random experiment in EX using the realisation Z of ΦZ .

The Bayes’ filter update

As for the Chapman-Kolmogorov equation, we define a joint multi-object density
fZ,X on EZ × EX and express it as

fZ,X(Z,X) = LZ|X(Z|X)fX(X), (2.31)

where LZ|X is understood as a multi-object likelihood on EZ×EX . If we rewrite
(2.10) but with fZ,X , we obtain

fZ(Z) =

∫
EX

1

|X|!
LZ|X(Z|X)fX(X)dX. (2.32)
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This equation tells us how likely the realisation Z is, considering all the
possible states of the point process ΦX . However, this is no longer the quantity
of interest. Indeed, we would rather like to have an expression for the conditional
multi-object density fX|Z . This can be easily obtained by developing the left
hand side of (2.31) as follows

fZ,X(Z,X) = fX|Z(X|Z)fZ(Z) = LZ|X(Z|X)fX(X). (2.33)

We can actually reuse (2.32) and write:

fX|Z(X|Z) =
LZ|X(Z|X)fX(X)∫

EX

1
|X′|!LZ|X(Z|X ′)fX(X ′)dX ′

. (2.34)

This is Bayes’ theorem for point processes. As before, we would like a p.g.fl.
form for it.

P.g.fl. form of Bayes’ theorem

Multiplying (2.34) by 1
|X|!

(∏
x∈X h(x)

)
and integrating over EX gives

GX|Z [h|Z] =

∫
EX

1
|X|!

(∏
x∈X h(x)

)
LZ|X(Z|X)fX(X)dX∫

EX

1
|X′|!LZ|X(Z|X ′)fX(X ′)dX ′

. (2.35)

The question is now: what is the expression of the likelihood LZ|X? It can

be expressed as a mth-order derivative

LZ|X(Z|X) = δmGZ|X [g|X; δz1 , . . . , δzm ]
∣∣
g=0

. (2.36)

This does not solve our problem, since we still have to find the conditional
p.g.fl. GZ|X . However, assuming that targets generate independent observa-
tions, with no more than one observation per target, that the clutter process
Φclutter is known and represented by its p.g.fl. Gclutter[g]:

• if X = φ, GZ|X [g] = Gclutter[g],

• if X = {x}, no clutter,

GZ|X [g|{x}] =

∫
EZ

1

|Z|!

(∏
z∈Z

g(z)

)
LZ|X(Z|{x})dZ (2.37a)

= LZ|X(φ|{x}) +

∫
Z
g(z)LZ|X({z}|{x})dz (2.37b)

= Gobs[g|x], (2.37c)

Since the multi-object likelihood LZ|X is defined on EZ × EX and since
LZ|X(·|X) is a multi-object density on EZ for any X ∈ EX , we can write

Gobs[1|x] = 1 = LZ|X(φ|{x}) +

∫
Z
LZ|X({z}|{x})dx. (2.38)
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Let L̂Z|X be a likelihood on Z × X and pD a function on X such that

LZ|X({z}|{x}) = pD(x)L̂Z|X(z|x), then LZ|X(φ|{x}) = 1− pD(x), and

Gobs[g|x] = 1− pD(x) +

∫
Z
g(z)pD(x)L̂Z|X(z|x)dz. (2.39)

• if X = {x1, . . . , xn}, the point process ΦZ(X), conditioned on X, can be
expressed as

ΦZ(X) = Φclutter ∪ ΦZ,1(x1) ∪ . . . ∪ ΦZ,n(xn), (2.40)

so that, using the result of Example 5,

GZ|X [g|X] = Gclutter[g]

n∏
i=1

Gobs[g|xi]. (2.41)

There are striking similarities between the p.g.fl. of the likelihood (2.41) and
the p.g.fl. form of the multi-object Markov transition (2.17). Actually, they
have the same structure and we can identify the equivalent terms:

Φclutter ↔ Φbirth

Gobs ↔ Gtarget

LX|Y , L̂X|Y ↔MX|Y , M̂X|Y

pD ↔ pS .

In order to find the expression of the conditional p.g.fl. GX|Z [h|Z] in terms
of p.g.fl. only, we can replace GZ|X [g|X] in (2.36) and (2.35) by its expression
(2.41) and get

GX|Z [h|Z] =
δmGZ,X [g, h; δz1 , . . . , δzm ]|g=0

δmGZ,X [g, 1; δz1 , . . . , δzm ]|g=0

(2.42)

with
GZ,X [g, h] = Gclutter[g]GX [hGobs[g|·]]. (2.43)

Equation (2.42) is the p.g.fl. form of the Bayes’ theorem representing the
update step.

As in Section 2.2.1, one can differentiate (2.41) to find that the multi-object
likelihood LZ|X is

LZ|X(Z|X) = fclutter(Z)

n∏
i=1

(1− pD(xi))
∑
θ

∏
i:θ(i)>0

pD(xi)L̂Z|X(zθ(i)|xi)
(1− pD(xi))µclutter(zi)

,

(2.44)
where Z = {z1, . . . , zm}, X = {x1, . . . , xn}, where the clutter is Poisson:

fclutter(X) = exp

(
−
∫
µclutter(x)dx

)
µclutter(x1) . . . µclutter(xm), (2.45)

and where θ is a function from {1, . . . , n} to {0, 1, . . . ,m} as defined in Section
2.2.1.
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PHD filter update

To find the first order moment µX|Z , one has to calculate the following derivative

µX|Z(x) = δGX|Z [h|Z; δx]
∣∣
h=1

. (2.46)

For this first moment to be easy to compute and in closed form, we have to
assume that the prior multi-object density fX is Poisson, so that its p.g.fl. GX
is

GX [h] = exp

(∫
(h(x)− 1)µX(x)dx

)
. (2.47)

The result of (2.46) is then the update equation of the PHD filter [6]:

µX|Z(x) =
(
1− pD(x)

)
µX(x)

+
∑
z∈Z

pD(x)L̂Z|X(z|x)µX(x)

µclutter(z) +
∫
pD(x′)L̂Z|X(z|x′)µX(x′)dx′

. (2.48)



Chapter 3

Modelling interactions:
Khinchin processes

Jeremie Houssineau and Daniel Clark

3.1 A reminder about p.g.fl.

Definition 4. Let Φ be a point process with points in X , described by the multi-
object density fΦ. The p.g.fl. of Φ is a functional GΦ defined as

GΦ : U → R+, (3.1)

where U is the class of Borel measurable functions from X to [0, 1] with 1 − h
vanishing outside some bounded set. The p.g.fl. GΦ can be expressed as

GΦ[h] = fΦ(φ) +
∑
n≥1

∫
1

n!
h(x1) . . . h(xn)fΦ({x1, . . . , xn})dx1 . . . dxn, (3.2)

with φ the empty configuration.

Note that:

• GΦ[1] = 1,

• GΦ[0] = fΦ(φ),

• The multi-object density fΦ is recovered, for any n ∈ N and any set
{x1, . . . , xn} ∈ EX , through the following differential:

fΦ({x1, . . . , xn}) = δnGΦ[h; δx1
, . . . , δxn

]|h=0 . (3.3)

• The nth-order factorial moment density α
(n)
Φ is recovered, for any n ∈ N

and any x1, . . . , xn ∈ X , through the following differential:

α
(n)
Φ (x1, . . . , xn) = δnGΦ[h; δx1

, . . . , δxn
]|h=1 . (3.4)

25
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Remark 2 (Interactions and correlations). The meanings of the terms “in-
teraction” and “correlation” are different. The former describes the action of
one entity on another entity while the latter shows how dependent two random
variables are. However, in the context of multi-object Bayesian estimation, cor-
relations allow for interactions to be represented. Indeed, if two points y1 and y2

are correlated and represented by the multi-object density fY , one has to predict
them jointly using a multi-object Markov density:

MX|Y (x1, x2|y1, y2)fY (y1, y2). (3.5)

Since MX|Y jointly propagates two points, e.g. in time, it can also change
the state of one point considering the state of the other point. The concepts are
therefore very close.

The objective in the next sections is to build an example of interacting point
process based on the example of the Poisson point process.

3.2 A special case of interaction: no interaction

In this section, we consider a well-known example of “non-interacting” point
process: the Poisson point process.

Let Φ be a Poisson point process with intensity λs(x), with λ ∈ R+ and s a
probability density, and p.g.fl.

GΦ[h] = exp

(
−λ+ λ

∫
h(x)s(x)dx

)
. (3.6)

To emphasise the nature of this p.g.fl. the intensity can be defined as

K
(1)
Φ (x) = λs(x) and the p.g.fl. GΦ can be rewritten as

GΦ[h] = exp

(
−
∫
K

(1)
Φ (x)dx+

∫
h(x)K

(1)
Φ (x)dx

)
(3.7)

=
exp

(∫
h(x)K

(1)
Φ (x)dx

)
exp

(∫
K

(1)
Φ (x)dx

) . (3.8)

The numerator of (3.8) can be understood as a compound generator since it

duplicates the intensity K
(1)
Φ as many times as there are points in the process,

for instance

fΦ({x1, . . . , xn}) =
K

(1)
Φ (x1) . . .K

(1)
Φ (xn)

exp
(∫

K
(1)
Φ (x)dx

) , (3.9)

while the denominator is a normalising factor, making sure that GΦ[1] = 1.
Even though (3.8) is a insightful expression of the p.g.fl. of Φ, it is useful to

simplify it by setting

K
(0)
Φ =

∫
K

(1)
Φ (x)dx, (3.10)
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so that the p.g.fl. PΦ can be simplified to

GΦ[h] = exp

(
−K(0)

Φ +

∫
h(x)K

(1)
Φ (x)dx

)
. (3.11)

3.3 Another special case of interaction: pairwise
interaction

Equation (3.8) is a useful way of defining a point process for the reasons given
in the previous section. When trying to generate a point process with pairwise
interactions, the following question can arise:

What if we “replace the compound K
(1)
Φ (x) by another compound

K
(2)
Φ (x1, x2) representing pairwise-correlated points”?

Given that K
(2)
Φ is symmetric, we can define a p.g.fl. GΦ′ such that

GΦ′ [h] =
exp

(∫
h(x1)h(x2)K

(2)
Φ′ (x1, x2)dx1dx2

)
exp

(∫
K

(2)
Φ′ (x1, x2)dx1dx2

) (3.12a)

= exp

(
−K(0)

Φ′ +

∫
h(x1)h(x2)K

(2)
Φ′ (x1, x2)dx1dx2

)
, (3.12b)

where K
(0)
Φ′ =

∫
K

(2)
Φ′ (x1, x2)dx1dx2.

How to check that the p.g.fl. GΦ′ does represent the point process we are
looking for? One possibility is to compute the multi-object density fΦ and check
it is meaningful.

1. [First try ] Let’s differentiate GΦ′ one time, and then two times and then
try to see what form it takes in the general case

fΦ({y1, . . . , yn}) = δnGΦ′ [h; δy1
, . . . , δyn ]|h=0 , y1, . . . , yn ∈ X , (3.13)

The first derivative can be computed easily:

δGΦ′ [h; δy1
] =

(∫
h(x2)K

(2)
Φ′ (y1, x2)dx2 +

∫
h(x1)K

(2)
Φ′ (x1, y1)dx1

)
GΦ′ [h]

(3.14a)

=

(
2

∫
h(x2)K

(2)
Φ′ (y1, x2)dx2

)
GΦ′ [h], (3.14b)

where the symmetry of K
(2)
Φ′ has been used. This is no more complicated

than the calculations required for the derivation of the PHD filter update
since it only consists of differentiating a exponential.
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We now want to compute the second derivative:

δ2GΦ′ [h; δy1
, δy2

] = 2K
(2)
Φ′ (y1, y2)GΦ′ [h]

+

(
2

∫
h(x2)K

(2)
Φ′ (y1, x2)dx2

)(
2

∫
h(x2)K

(2)
Φ′ (y2, x2)dx2

)
GΦ′ [h].

(3.15)

It is getting a bit more complicated and we see that if we keep differenti-
ating, the calculations will be more and more difficult.

2. [Second try ] For the sake of compactness, we set

A
(2)
Φ′ [h] = −K(0)

Φ′ +

∫
h(x1)h(x2)K

(2)
Φ′ (x1, x2)dx1dx2. (3.16)

The p.g.fl. GΦ′ can be expressed as a composition

GΦ′ [h] = exp
(
A

(2)
Φ′ [h]

)
. (3.17)

The rule for differentiating n times a composition is called Faà di Bruno’s
formula [1] and can be written

δnGΦ′ [h; δy1
, . . . , δyn ] =∑

π∈Π(y1,...,yn)

δ|π| exp
(
A

(2)
Φ′ [h]; δ|ω|A

(2)
Φ′ [h; δy : y ∈ ω] : ω ∈ π

)
(3.18)

We can easily compute the different terms in (3.18) when h = 0:

• A(2)
Φ′ [0] = exp

(
−K(0)

Φ′

)
,

• δA
(2)
Φ′ [h; δy1 ]

∣∣∣
h=0

=
(∫

h(x2)K
(2)
Φ′ (y1, x2)dx2

)
h=0

= 0,

• δ2A
(2)
Φ′ [h; δy1 , δy2 ]

∣∣∣
h=0

= 2K
(2)
Φ′ (y1, y2),

• δnA
(2)
Φ′ [h; δy1 , . . . , δyn ]

∣∣∣
h=0

= 0, for any n > 2.

We can conclude that, if n is even,

fΦ({y1, . . . , yn}) = exp
(
−K(0)

Φ′

) ∑
π∈Π2(y1,...,yn)

∏
ω∈π

2K
(2)
Φ′ (y1, y2), (3.19)

where Π2(y1, . . . , yn) is the set of binary partitions of {y1, . . . , yn}. Equa-
tion (3.19) can be interpreted easily, the sum over binary partitions rep-
resent all the possible ways of defining couples out of n points and for
each of these couples, the probability of its existence and the associated

probability distribution is given by K
(2)
Φ′ .
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However, if n is odd, fΦ({y1, . . . , yn}) = 0. The conclusion is that Φ′ is a
point process containing only pairs of interacting points, so it makes sense
that the probability for such a process to contain an odd number of points
is 0.

This is very constraining, we would like both independent and pairwise-
correlated points. The solution is to superpose the two point processes
that have been introduced before, the Poisson point process Φ and the
pairwise-correlated point process Φ′ to form a new point process ΦGP.
This point process has already been defined before and bear the name
Gauss-Poisson point process (hence justifying the subscript GP). It is
straightforward to define the p.g.fl. GGP of the point process ΦGP since it
is a superposition:

GGP[h] = GΦ[h]GΦ′ [h]. (3.20)

Remark 3 (How to represent a Gauss-Poisson point process?). We know
that the Poisson point process can be represented by its first moment den-
sity. Can the Gauss-Poisson point process be represented by moments or
factorial moments as well?

• First moment density:

µ
(1)
GP(y) = α

(1)
GP(y) = δGΦ′ [h; δy1 ]|h=1 (3.21a)

= K
(1)
GP(y) + 2

∫
K

(2)
GP(y, x)dx. (3.21b)

The first moment density µ
(1)
GP is not sufficient to characterise a

Gauss-Poisson point process since there are two unknown quantities

K
(1)
GP and K

(2)
GP and a single equation.

• Second factorial moment density:

α
(2)
GP(y1, y2) = 2K

(2)
GP(y1, y2)

+

(
K

(1)
GP(y1) + 2

∫
K

(2)
GP(y1, x)dx

)(
K

(1)
GP(y2) + 2

∫
K

(2)
GP(y2, x)dx

)
(3.22)

which can be rewritten in terms of the first moment density µ
(1)
GP as

α
(2)
GP(y1, y2) = 2K

(2)
GP(y1, y2) + µ

(1)
GP(y1)µ

(1)
GP(y2). (3.23)

The second factorial moment density α
(2)
GP has a very specific form

which makes natural the introduction of the covariance for point pro-
cesses:

CovGP(y1, y2) = α
(2)
GP(y1, y2)− µ(1)

GP(y1)µ
(1)
GP(y2) (3.24a)

= 2K
(2)
GP(y1, y2). (3.24b)
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It is now clear that the covariance is directly related to the correlations
in a point process. As a conclusion, a Gauss-Poisson point process

can be represented by the pair mean/covariance (µ
(1)
GP,CovGP).

The idea illustrated in this section can be generalised to correlations of
any order as described in the next section.

3.4 The Khinchin point process

Definition 5 (Khinchin point process). Let {K(n)
Ψ }n≥0 be a family of

symmetric densities and let Ψ be a point process defined through its p.g.fl.
GΨ expressed as

GΨ[h] = exp
(
−K(0)

Φ′ +
∑
n≥1

∫
h(x1) . . . h(xn)K

(n)
Φ′ (x1, . . . , xn)dx1 . . . dxn

)
,

(3.25)
where

K
(0)
Φ′ =

∑
n≥1

∫
K

(n)
Φ′ (x1, . . . , xn)dx1 . . . dxn

)
. (3.26)

The point process Ψ is referred to as Khinchin point process.

To find the multi-object moment density of a Khinchin process Ψ given its
p.g.fl. GΨ, one can use Faà di Bruno’s formula the compute the nth-order
differential. The result of such an operation is

fΨ({x1, . . . , xn}) = exp
(
−K(0)

Ψ

) ∑
π∈Π(x1,...,xn)

∏
ω∈π
|ω|!K(|ω|)

Ψ (ω), (3.27)

which can be interpreted in a way similar to (3.19).

Note that, as a generalisation of the Poisson process, the Khinchin process
generates i.i.d. compounds for a given cardinality, see Figure 3.1.

We now have a basis for conducting Bayesian estimation with correlated
point processes. Moreover, the p.g.fl. of a Khinchin process is based on
the exponential which makes it easy to manipulate when equipped with
the chain rule for higher-order differentials: Faà di Bruno’s formula.
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i.i.d.

Figure 3.1: A realisation of a Khinchin process, with correlated points
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Chapter 4

Higher-order moments for
point processes

Emmanuel Delande

This lecture exposes the concept of higher-order moments for point processes,
and provides the tools for their practical derivation using the functional deriva-
tives introduced in earlier lectures. The construction of the Probability Hy-
pothesis Density (PHD) filter with variance in target number, an example of
application of higher-order moments for target detection and tracking problems,
is introduced. A more detailed construction is given in [5], and a similar result
for the Cardinalized Probability Hypothesis Density (CPHD) filter is established
in [4].

4.1 Point processes and counting measures

Moments are statistics describing
random variables. In our case, we
need to build an integer-valued random
variable providing a local description of
the target population.

33
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Point processes are random processes
whose realizations are set of points
in the target state space X . A point
process is not a real (or complex)
valued random variable and moments
cannot be directly defined from point
processes – the expression E[Φ] has no
mathematical sense, since realizations
can be sets of different sizes for which
no sum operator is defined, see (1.27).

Let us fix a region B ∈ B(X )1. One
can map any realization ϕ of the point
process to the number of elements in ϕ
belonging to B, that is:

Nϕ(B) = |ϕ ∩B|. (4.1)

If we compose the point process with the
mapping defined above in (4.1), we get
the integer-valued random variable

NΦ(·)(B) = |Φ(·) ∩B|, (4.2)

which provides a stochastic description
of the number of targets inside B acc.
to the point process.

We have now built an integer-valued random variable NΦ(·)(B) for any region
B ∈ B(X ), and we can now define its moments like for any real-valued random
variable. First all, let us have a look at the nature of the different mathematical
objects involved in the construction we have just illustrated.

1. NΦ(ω)(B) is the number of elements of the fixed set Φ(ω) belonging to the
fixed region B; it is an integer ;

2. NΦ(·)(B) maps an outcome ω ∈ Ω to the number of elements of the set
Φ(ω) belonging to the fixed region B; it is an integer-valued random vari-
able;

3. NΦ(ω)(·) maps a region B ∈ B(X ) to the number of elements from the

1B(X ), introduced in the previous lectures, see Chapter 1, is the Borel σ-algebra on the
target space X .
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fixed set Φ(ω) that it contains; it is an integer-valued measure called a
counting measure;

4. NΦ(·)(·) maps an outcome ω ∈ Ω to the counting measure NΦ(ω)(·); it is a
integer-valued random measure.

4.2 Moment measures of point processes

Since NΦ(·)(B) is a random variable for any region B ∈ B(X ), the joint expec-
tation of any number of such quantities is well-defined. The n-th order moment
measure of the point process Φ is defined by the joint expectation

∀B1, B2, . . . , Bn ∈ B(X ),

µ
(n)
Φ (B1, B2, . . . , Bn) = E[NΦ(·)(B1)NΦ(·)(B2) · · ·NΦ(·)(Bn)]. (4.3)

Note that by construction µ
(n)
Φ is a function on the σ-algebra B(X )n; in addition,

it can be shown that it is a measure on B(X )n, hence its name. Note also that
if B1 = · · · = Bn = B then we have

µ
(n)
Φ (B,B, . . . , B) = E[

(
NΦ(·)(B)

)n
]. (4.4)

That is, the real number µ
(n)
Φ (B,B, . . . , B) is the n-th order moment of the

random variable NΦ(·)(B).

We have now established that, for any region B ∈ B(X ):

1. NΦ(·)(B) is a random variable giving a statistical description of the number
of targets within B;

2. The n-th order moment of NΦ(·)(B) is given by µ
(n)
Φ (B,B, . . . , B).

While the knowledge of the random variable NΦ(·)(B) would provide a full in-
formation of “what is going on inside B”, it is usually unavailable in practical
problems in which one must focus on the extraction of a few meaningful mo-
ments providing an approximate information.

We shall focus from now on on the first two moment measures µ
(1)
Φ , µ

(2)
Φ , and

the centered second moment or variance defined by:

∀B ∈ B(X ), varΦ(B) = µ
(2)
Φ (B,B)−

[
µ

(1)
Φ (B)

]2
. (4.5)

Note that by definition the variance is a function on the σ-algebra B(X ), but
in general it is not a measure on B(X ). This point is illustrated on a simple
example later in the lecture slides.

Just as for any random variable, the statistics (µ
(1)
Φ (·), varΦ(·)) have the fol-

lowing interpretation:
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• µ(1)
Φ (B) is the mean value of the random variable NΦ(·)(B);

• varΦ(B) quantifies the spread of the random variable NΦ(·)(B) around its
mean value.

In detection and tracking problems, these statistics allow us to estimate the
average number of target in any desired region B, and provide an associated
uncertainty.

4.3 Exploiting the Laplace functional

The first (non factorial) moment measure µ
(1)
Φ is identical (see exercise 4.5.2) to

the first factorial moment measure α
(1)
Φ presented in a previous lecture, see e.g.

(3.4). Thus, µ
(1)
Φ (B) can be retrieved from the first functional derivative of the

PGFl GΦ:

∀B ∈ B(X ), µ
(1)
Φ (B) = δGΦ(h; 1B)|h=1 (4.6)

What about the second moment measure µ
(2)
Φ ? Starting from the definition

(4.3) we can write:

µ
(2)
Φ (B1, B2) = E[NΦ(B1)NΦ(B2)] (4.7a)

= E

 ∑
x,x′∈Φ

1B1(x)1B2(x′)

 (4.7b)

= E

 ∑ 6=

x,x′∈Φ

1B1(x)1B2(x′)


︸ ︷︷ ︸

=α
(2)
Φ (B1,B2)

+E

[∑
x∈Φ

1B1(x)1B2(x)

]
︸ ︷︷ ︸

=µ
(1)
Φ (B1∩B2)

(4.7c)

That is, the second moment measure µ
(2)
Φ can be retrieved from the second fac-

torial moment measure α
(2)
Φ and the first moment measure µ

(1)
Φ . Since α

(2)
Φ can

be computed with a second-order derivative of the PGFl similarly to (4.6), µ
(2)
Φ

can be expressed as a combination of differentiated PGFls. While a relation be-
tween factorial and non factorial moments such as (4.7c) exists for higher orders,
it becomes increasingly complicated and tedious to write in order to produce
the expression of non factorial moment measures.

If we compare the expression of factorial and non factorial moment measures in

(4.7c), we can see that α
(2)
Φ (B1, B2) is the joint expectation of distinct points

of the point process falling in B1 and B2. When B1 and B2 are disjoint, of

course, factorial and non factorial moments are equivalent and α
(2)
Φ (B1, B2) has

the same interpretation as µ
(2)
Φ (B1, B2). When B1 and B2 are not disjoint, how-

ever, the factorial moment α
(2)
Φ fails to take into account the joint occurrence of
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a single target in both regions B1, B2 and the quantity α
(2)
Φ (B1, B2) is difficult

to interpret.

So why can’t we write µ
(2)
Φ (B1, B2) directly as the derivative of a single PGFl?

Since we need to consider the occurrence of a single point of the point process
falling in the intersection of the two regions, the quantity

1B1
(x)1B2

(x), (4.8)

among others, must appear somewhere during the derivation process. Let us
differentiate twice the PGFl in the directions 1B1

(.) and 1B2
(.) and see what we

get. Recall from previous lectures (see (2.3)) that the PGFl of a process Φ is
given by

GΦ(h) =
∑
n>0

∫
X (n)

(
n∏
i=1

h(xi)

)
PΦ(d{x1, . . . , xn}). (4.9)

Thus, the differentiated PGFl reads

δ2GΦ(h; 1B1 , 1B2)
∣∣
h=1

= δ2

∑
n>0

∫
X (n)

(
n∏
i=1

·(xi)

)
PΦ(d{x1, . . . , xn})

 (h; 1B1
, 1B2

)

∣∣∣∣∣∣
h=1

. (4.10)

The expression (4.10) indicates that:

1. The functional to differentiate is the function on test functions t defined

by: t 7→
∑
n>0

∫
X (n)

(
n∏
i=1

t(xi)

)
PΦ(d{x1, . . . , xn})

2. The functional is differentiated in directions (or increments) 1B1 and 1B2 ;

3. The differentiated functional is evaluated at the constant test function
h = 1, i.e.: ∀x ∈ X , h(x) = 1.

However, (4.10) is rather cumbersome and we will favour the slightly more
compact notation

δ2GΦ(h; 1B1
, 1B2

)
∣∣
h=1

= δ2

∑
n>0

∫
X (n)

(
n∏
i=1

h(xi)

)
PΦ(d{x1, . . . , xn}); 1B1

, 1B2

∣∣∣∣∣∣
h=1

, (4.11)

where we must keep in mind that the argument of the PGFl is the test function
h.



38 CHAPTER 4. HIGHER-ORDER MOMENTS

Since the sum and the integral are continuous linear operators, we can move
the differentiation operator within the integral2 and we get

δ2GΦ(h; 1B1 , 1B2)
∣∣
h=1

=
∑
n>0

∫
X (n)

δ2

(
n∏
i=1

h(xi); 1B1 , 1B2

)∣∣∣∣∣
h=1

PΦ(d{x1, . . . , xn}). (4.12)

Let us expand a derivation term in (4.12), e.g. for n = 3. If we differentiate
h(x1)h(x2)h(x3) once in the direction 1B1

we get:

δ(h(x1)h(x2)h(x3); 1B1
)

= δ(h(x1); 1B1
)h(x2)h(x3) + h(x1)δ(h(x2); 1B1

)h(x3)

+ h(x1)h(x2)δ(h(x3); 1B1
) (4.13a)

= 1B1
(x1)h(x2)h(x3) + h(x1)1B1

(x2)h(x3) + h(x1)h(x2)1B1
(x3) (4.13b)

We see in (4.13b) that h is not “available” at a given point xi once it has been
differentiated – for example, the first term does not contain h(x1) anymore. If
we differentiate a second time in the direction 1B2

then set h = 1 we get:

δ2(h(x1)h(x2)h(x3); 1B1
, 1B2

)
∣∣
h=1

= 1B1
(x1)1B2

(x2) + 1B1
(x1)1B2

(x3) + 1B2
(x1)1B1

(x2)

+ 1B1
(x2)1B2

(x3) + 1B2
(x1)1B1

(x3) + 1B2
(x2)1B1

(x3) (4.14)

Because the test function h “disappeared” in the simple derivation terms such
as δ(h(x1); 1B1

), the desired products such as 1B1
(x1)1B2

(x1) do not appear
in (4.14) – in other words, the PGFl is not adapted to the production of non
factorial moment measures.

Let us consider the transformation h → e−f and consider f as the new test
function. One can show that

δ(e−f(x1); 1B1
) = δ(−f(x1); 1B1

)e−f(x1) = −1B1
(x1)e−f(x1). (4.15)

The result above may look familiar; indeed, if we consider functions rather than
functional, we have the well-known result(

e−f(x1)
)′

= −f ′(x)e−f(x). (4.16)

This time, the test function f did not disappear in the derivation process (4.15);
differentiating a second time in direction 1B2 yields

δ2(e−f(x1); 1B1 , 1B2) = −1B1(x1)δ(e−f(x1), 1B2) = 1B1(x1)1B2(x1)e−f(x1),
(4.17)

2See exercise 1 in section 4.5
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and the desired product 1B1(x1)1B2(x1) do appear.

More generally, the Laplace functional (2.2) of the process

LΦ(f) = GΦ(e−f ) =
∑
n>0

∫
X (n)

(
n∏
i=1

e−f(xi)

)
PΦ(d{x1, . . . , xn}) (4.18)

is well-adapted to the production of non factorial moment measures since one
can show that

∀B1, B2, . . . , Bn ∈ B(X ),

µ
(n)
Φ (B1, B2, . . . , Bn) = (−1)n δnLΦ(f ; 1B1 , . . . , 1Bn)|f=0 . (4.19)

In particular, the quantity µ
(2)
Φ (B,B) in the expression of the variance (4.5) is

given by the second-order derivative δ2LΦ(f ; 1B , 1B)
∣∣
f=0

.

4.4 Example: PHD filter with variance

Let us have a look at what we can do with the statistics (µ
(1)
Φ (·), varΦ(·)).

Recall that the principle of the PHD filter is to propagate the first moment
density or intensity or Probability Hypothesis Density DΦ(x), whose integral in

any region B ∈ B(X ) yields the mean target number µ
(1)
Φ (B). More formally,

the PHD DΦ is the Radon-Nikodym derivative of the first moment measure µ
(1)
Φ

w.r.t. the Lebesgue measure:

∀B ∈ B(X ), µ
(1)
Φ (B) =

∫
B

DΦ(x)dx (4.20)

The PHD filtering mechanisms can be described by considering moment mea-
sures or the corresponding moment densities. Since it is unclear whether the
variance does possess such a Radon-Nikodym derivative w.r.t. the Lebesgue
measure, we will always write the variance as a function on the σ-algebra B(X );
that is, we will always evaluate the variance of the process in a region of the
state space X , not at a single point. For the sake of consistency, the first mo-

ment will be expressed through its measure µ
(1)
Φ rather than its density DΦ.

The PHD filtering mechanism can then be illustrated for one time step:

Figure 4.1: PHD filtering: data flow
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The Poisson assumption states that the predicted process (Φ in figure 4.1) is
a Poisson process with a first moment measure equal to the output of the PHD

prediction step µ
(1)
Φ . Because the prior process (Φ− in figure 4.1) is not necessar-

ily Poisson, neither is the predicted process Φ after the full multi-object Bayes
prediction. In other words, the probability distribution PΦ is not necessarily
the probability distribution of a Poisson process, and the Poisson assumption is
therefore an approximation – necessary to close the PHD recursion as exposed
during the tutorials.

Now that second-order information on the process is available through its vari-
ance, we can ask ourselves the following questions:

Q1: “Let us assume that the predicted process Φ is Poisson. We know
that scalar Poisson distributions are completely determined by their mean λ –
in particular, the variance of a scalar Poisson distribution is also λ. Does this
result extend to point processes, i.e. is the variance varΦ(B) equal to the first

moment measure µ
(1)
Φ (B) for any region B ∈ B(X ) if Φ is a Poisson point pro-

cess?”

Q2: “What is the variance varΦ+(B|Z) of the updated process Φ+ in some
region B ∈ B(X )? How is this variance related to the amount of information
provided by the current set of measurements Z?”

The first question will now be addressed, while the second one is left in ex-
ercise 4.5.3.

Let us assume that the predicted process Φ is Poisson, with first moment mea-

sure µ
(1)
Φ (output of the PHD prediction step). Recall from the previous lectures,

e.g. (2.47), that the PGFl of a Poisson process is given by

GΦ(h) = exp

[∫
(h(x)− 1)µ

(1)
Φ (dx)

]
. (4.21)

Since our goal is to find the expression of the variance varΦ, following the
definition (4.5) we need to find the expression of the second moment measure

µ
(2)
Φ first, and we have just seen (section 4.3) that we can compute this quantity

from the Laplace functional of the process. From the general expression of the
Laplace functional (4.18) and the PGFl of a Poisson point process (4.21) follows
the Laplace functional of a Poisson point process

LΦ(f) = exp

[∫
(e−f(x) − 1)µ

(1)
Φ (dx)

]
. (4.22)

Let us fix some region B ∈ B(X ). Using the relation between moment measures
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and derivatives of the Laplace functional (4.19) we can write:

µ
(2)
Φ (B,B) = δ2LΦ(f ; 1B , 1B)

∣∣
f=0

(4.23a)

= δ2

(
exp

[∫
(e−·(x) − 1)µ

(1)
Φ (dx)

])
(f ; 1B , 1B)

∣∣∣∣
f=0

(4.23b)

= δ2 (exp ◦L) (f ; 1B , 1B)
∣∣
f=0

, (4.23c)

where the inner functional L is defined as L(f) =
∫

(e−f(x) − 1)µ
(1)
Φ (dx). The

derivation in (4.23c) can be easily expanded with Faà di Bruno’s formula for
functional derivatives. Here the partitioning of the increments 1B , 1B is par-
ticularly simple: a single one-element partition {1B , 1B}, a single two-element
partition {1B} − {1B}. Thus, (4.23c) becomes

µ
(2)
Φ (B,B)

= δ2 exp(L(f); δL(f ; 1B), δL(f ; 1B))
∣∣
f=0

+ δ exp(L(f); δ2L(f ; 1B , 1B))
∣∣
f=0

.

(4.24)

Let us have a look at the increment δL(f ; 1B) in (4.24). Since the integral is a
linear operator 2, we can move the derivation inside the integral, i.e.:

δL(f ; 1B) = δ

(∫
(e−f(x) − 1)µ

(1)
Φ (dx); 1B

)
(4.25a)

=

∫
δ(e−f(x) − 1; 1B)µ

(1)
Φ (dx) (4.25b)

=

∫
δ(e−f(x); 1B)µ

(1)
Φ (dx) (4.25c)

Then, using the previously established rule (4.15):

δL(f ; 1B) =

∫
(−1B(x))e−f(x)µ

(1)
Φ (dx). (4.26)

As expected, the test function f has not “disappeared” and thus δL(f ; 1B) can
be differentiated another time without vanishing. Following the same reasoning
that led to (4.26), we can write the expression of the second-order derivative of
the inner function L:

δ2L(f ; 1B , 1B) =

∫
(−1B(x))2e−f(x)µ

(1)
Φ (dx) (4.27a)

=

∫
1B(x)e−f(x)µ

(1)
Φ (dx). (4.27b)

Now that the increments δL(f ; 1B) and δ2L(f ; 1B , 1B) are known, let us resolve
the outer differentiation in (4.24). The outer functionals being exponentials, a

2See exercise 1 in section 4.5
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nice rule similar to (4.15) can be applied to resolve them; of course, going back
to the definition of the chain rule would lead to the same result. The rule states
that

δ exp(F (h); δF (h; η)) = δF (h; η)eF (h). (4.28)

Again, the functional derivation process of an exponential is similar to what we
are used to with classical derivatives. Applying the new rule (4.28) to (4.24)
gives

µ
(2)
Φ (B,B)

= (δL(f ; 1B))
2

exp(L(f))
∣∣∣
f=0

+ δ2L(f ; 1B , 1B)) exp(L(f))
∣∣
f=0

. (4.29)

We can then substitute in (4.29) the values of the increments which have been
determined in (4.26) and (4.27b):

µ
(2)
Φ (B,B)

=

(∫
(−1B(x))e−f(x)µ

(1)
Φ (dx)

)2
∣∣∣∣∣
f=0

exp(L(f))|f=0

+

(∫
1B(x)e−f(x)µ

(1)
Φ (dx)

)∣∣∣∣
f=0

exp(L(f))|f=0 (4.30a)

=

(
−
∫
B

µ
(1)
Φ (dx)

)2

exp(L(0)) +

(∫
B

µ
(1)
Φ (dx)

)
exp(L(0)) (4.30b)

=
(
−µ(1)

Φ (B)
)2

· 1 +
(
µ

(1)
Φ (B)

)
· 1 (4.30c)

=
(
µ

(1)
Φ (B)

)2

+ µ
(1)
Φ (B). (4.30d)

Now that the second moment measure has been determined in (4.30d), we can
produce the variance varΦ of the Poisson process Φ from the definition (4.5):

varΦ(B) = µ
(2)
Φ (B,B)−

(
µ

(1)
Φ (B)

)2

(4.31a)

=
(
µ

(1)
Φ (B)

)2

+ µ
(1)
Φ (B)−

(
µ

(1)
Φ (B)

)2

(4.31b)

= µ
(1)
Φ (B). (4.31c)

As it may be expected, the variance of a Poisson process equals its mean in any
region B ∈ B(X ).

An interesting consequence to (4.31c) is that the variance of a Poisson pro-
cess in any region B is bounded by the mean target number in the state space
since

varΦ(B) = µ
(1)
Φ (B) 6 µ

(1)
Φ (X ). (4.32)
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This means that the local behaviour of a Poisson process with “reasonable global
average behaviour” – i.e. with a finite mean target number in the whole state

space µ
(1)
Φ (X ) – can be estimated in any region B with “some accuracy” since

the variance of the target number in B is finite as well according to (4.32). We
will see in an exercise 4.5.4 that this is not necessarily true for more advanced
(i.e. non Poisson) point processes.

4.5 Exercises

4.5.1 Functional derivatives of linear functionals

A linear functional is a functional L such that for any functions f , g, and for
any scalars α, β:

L(αf + βg) = αL(f) + βL(g). (4.33)

Let L be a continuous linear functional. Prove that, for any functional F , any
test function h and any admissible direction η:

δ(L ◦ F )(h; η) = L(δF (h; η)). (4.34)

(Hint) Use the definition of the chain differential.

This result allows us to “switch” integral and differentiation operators. Indeed,
let us choose L as

L(F (h)) =

∫
F (h)(x)µ(dx) (4.35)

where µ is some measure on the σ-algebra B(X ) - for example, the first moment
measure of some point process Φ. Using (4.34) we can write:

δ

(∫
F (·)(x)µ(dx)

)
(h; η) = δ(L ◦ F )(h; η) (4.36a)

= L(δF (h; η)) (4.36b)

=

∫
δ (F (·)) (h(x); η)µ(dx). (4.36c)

4.5.2 PGFl and Laplace functional

Let Φ be a point process with PGFl GΦ and Laplace functional LΦ. Prove that:

∀B ∈ B(X ), δGΦ(h; 1B)|h=1 = − δLΦ(f ; 1B)|f=0 . (4.37)

What can we conclude on the first moment µ
(1)
Φ and first factorial moment α

(1)
Φ ?
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4.5.3 PHD update and variance

Show that the variance of the updated process (Φ+ in figure 4.1) is

varΦ+(B|Z) =

∫
B

L(φ|x)µ
(1)
Φ (dx)

+
∑
z∈Z

∫
B
L(z|x)µ

(1)
Φ (dx)

c(z) +
∫
L(z|x)µ

(1)
Φ (dx)

(
1−

∫
B
L(z|x)µ

(1)
Φ (dx)

c(z) +
∫
L(z|x)µ

(1)
Φ (dx)

)
, (4.38)

where:

• Z = {z1, . . . , zm} is the set of current observations;

• L(φ|x) = 1− pd(x), where pd is the probability of detection;

• L(z|x) = pd(x)L̂(z|x), where L̂ is the single-measurement / single-target
likelihood function;

• c(z) is the intensity of the false alarm process, assumed Poisson.

(Hint) We have seen in tutorial that the PGFl of the updated process is given
by

GΦ+
(h|Z)

= exp

[∫
(h(x)− 1)L(φ|x)µ

(1)
Φ (dx)

] ∏
z∈Z

c(z) +
∫
h(x)L(z|x)µ

(1)
Φ (dx)

c(z) +
∫
L(z|x)µ

(1)
Φ (dx)

. (4.39)

From (4.39), determine the expression of the Laplace functional LΦ+ and dif-
ferentiate it twice in direction 1B to get the expression of varΦ+

(B|Z).

4.5.4 Variance of i.i.d. processes

An independent and identically distributed (i.i.d.) process Φ is an extension
of a Poisson process which plays an important role in the construction of the
CPHD filter. It is characterized by:

• Its first moment measure µ
(1)
Φ or, equivalently, its first moment density

DΦ: each target is i.i.d. according to the normalised intensity DΦ(.)∫
DΦ(x)dx

;

• Its cardinality distribution ρΦ such that
∑
n>1 nρΦ(n) = µ

(1)
Φ (X ): ρΦ(n)

is the probability that there are exactly n targets in the state space X .
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The PGFl of a i.i.d. point process is

GΦ(h) =
∑
n>0

ρΦ(n)

(∫
h(x)µ

(1)
Φ (dx)

µ
(1)
Φ (X )

)n
. (4.40)

Let Φ be a i.i.d. process, with first moment measure µ
(1)
Φ and cardinality distri-

bution ρΦ.

a) Prove that in the special case where the cardinality distribution is Poisson

with parameter µ
(1)
Φ (X ), Φ is a Poisson process.

(Hint) Show that if ρΦ(n) = e−µ
(1)
Φ (X )

(
µ

(1)
Φ (X )

)n

n! , then the PGFl (4.40) reduces
to the PGFl of a Poisson process (4.21).

b) Show that the variance of Φ in any region B ∈ B(X ) is equal to

varΦ(B) = µ
(1)
Φ (B) +

(
µ

(1)
Φ (B)

)2

∑n>2 n(n− 1)ρΦ(n)[∑
n>1 nρΦ(n)

]2 − 1

 . (4.41)

What happens if the cardinality distribution is Poisson?

c) (Advanced) i.i.d. processes have a less intuitive behaviour than Poisson pro-
cesses and can yield surprising results.

Prove that, for any mean target number 0 < µ <∞, any constant 0 < C <∞,
there exists a i.i.d. point process ΦC such that:

•
∫
µ

(1)
ΦC

(dx) = µ;

• ∀B ∈ B(X ), varΦC
(B) > µ

(1)
ΦC

(B) + C · λ(B);

where λ is the Lebesgue measure.

(Hint) Produce a sequence of i.i.d. point processes {Φs}s>0 such that:

• ∀s ∈ N,
∫
µ

(1)
Φs

(dx) =
∫
µ

(1)
Φ (dx)µ;

• ∀B ∈ B(X ), lims→∞
varΦs (B)−µ(1)

Φs
(B)

λ(B) =∞.

That is, contrary to a Poisson process (see section 4.4), one can always find
a i.i.d. process Φ with a “reasonable average behaviour” – i.e. a finite global

mean target number µ
(1)
Φ (X ) – and yet an arbitrary high variance in a given

region B – the information on the local target number in B is “completely
unreliable”.



46 CHAPTER 4. HIGHER-ORDER MOMENTS



Bibliography

[1] Daniel E Clark and Jeremie Houssineau. Faa di bruno’s formula for chain
differentials. arXiv preprint arXiv:1310.2833, 2013.

[2] D.J. Daley and D. Vere-Jones. An introduction to the theory of point pro-
cesses, volume 1. Springer, 2nd edition, 2003.

[3] D.J. Daley and D. Vere-Jones. An introduction to the theory of point pro-
cesses, volume 2. Springer, 2nd edition, 2008.

[4] E. Delande, J. Houssineau, and D. E. Clark. Localised variance in target
number for the Cardinalized Hypothesis Density Filter. In Information Fu-
sion, Proceedings of the 16th International Conference on, July 2013.

[5] E. Delande, J. Houssineau, and D. E. Clark. PHD filtering with localised
target number variance. In Defense, Security, and Sensing, Proceedings of
SPIE, April 2013.

[6] R.P.S. Mahler. Multitarget Bayes Filtering via First-Order Multitar-
get Moments. Aerospace and Electronic Systems, IEEE Transactions on,
39(4):1152–1178, October 2003.

[7] R.P.S. Mahler. Statistical Multisource-Multitarget Information Fusion.
Artech House, 2007.

[8] D. Stoyan, W. S. Kendall, and J. Mecke. Stochastic geometry and its appli-
cations. Wiley, 2nd edition, September 1995.

47



48 BIBLIOGRAPHY



Appendix A

Review material

A.1 Probability theory, random variables and
differentiation

The following supplementary review material is taken from the Erasmus Mundus
Vision and Robotics course taught by Daniel Clark at Heriot-Watt, from 2012,
and at the First International Summer School on Finite Set Statistics in July
2013.

A.1.1 Set theory

Definition 6 (Sample space). The set S of all possible outcomes of a particular
experiment is called the sample space.

Example 6 (Coin tossing). In the experiment of tossing a coin, the sample
space contains two outcomes:

S = {H,T}.

Example 7 (Waiting time). Consider an experiment where the observation is
the time that it takes for an electronic component to fail. Then the sample space
is all positive numbers,

S = (0,∞).

Sample spaces can be classified into two types, according to the number of
elements they contain. They can either be countable or uncountable.

Definition 7 (Event). An event is any collection of possible outcomes of an
experiment, that is, any subset of sample space S. Let A be an event, so that
A ∈ S. We say that A occurs is the outcome of the experiment is in the set A.

49
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Definition 8 (Probability Axioms). A probability measure satisfies the follow-
ing:

p(A) ≥ 0,

p(S) = 1,

p(∅) = 0,

and, for disjoint Ai, i > 0, we have

p(∪∞i=1Ai) =

∞∑
i=1

p(Ai).

A.1.2 Discrete random variables

Definition 9 (Random variable). A random variable is a mapping from the
sample space into the real numbers, or vectors.

For any discrete random variable X, the mean value E[X] is an indication of
the centre of the distribution of X. This is also known as the first-order moment
of X.

Definition 10 (Expectation of a discrete random variable). The expected value,
mean, or expectation of a discrete random variable X, written E[X] is given by

E[X] =
∑
x

xP (X = x)

Rule 1 (Properties of expectation for random variables).

E[c] = c ∀c ∈ R
E[cX] = cE[X] ∀c ∈ R

E[X + Y ] = E[X] + E[Y ]

The kth-order moment of X is defined to be E[Xk] for k = 1, 2, 3, . . ..

Definition 11 (Variance). The variance of random variable X is can be deter-
mined from the moments with

var(X) = E[(X − E[X])2]

Exercise 1. Using the properties of expectation, show that

var(X) = E[X2]− E[X]2.
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A.1.3 Ordinary derivatives

In this section we revise some of the rules for ordinary differentiation for product
of functions and composite functions. We shall extend these rules to the calculus
of variations in the following section. We begin with the basic notions of ordinary
and partial derivative. Ordinary derivatives can be viewed as a special case of
partial derivative for one variable.

Definition 12 (Ordinary derivative). The function f : X → Y , where X =
Y = R, has a derivative if the following limit exists

d

dx
f(x) = lim

ε→0

1

ε
(f(x+ ε)− f(x)) .

Rule 2 (Product rule). The product rule for ordinary derivatives is

d

dx
(f(x)g(x)) = f ′(x)g(x) + f(x)g′(x)

Rule 3 (Chain rule). The chain rule for ordinary derivatives is

d

dx
f ◦ g(x) = f ′(g(x))g′(x)

Rule 4 (Leibniz’s formula). The higher-order product rule, known as Leibniz’s
formula, is given by

dn

dxn
f(x)g(x) =

n∑
k=0

n!

(n− k)!k!
f (k)(x)g(n−k)(x)

Rule 5 (Faà di Bruno’s formula). The higher-order chain rule, known as Faà
di Bruno’s formula, is

dr

dxr
f(g(x)) =

∑
π∈Π(1,...,r)

f (|π|)(g(x))
∏
γ∈π

g(|γ|)(x),

where Π(1, . . . , r) is the set of all partitions of the set {1, . . . , r}, and |γ| is the
size of cell γ.

A.2 Probability generating functions

A.2.1 Generating functions

A useful way of describing an infinite sequence u0, u1, u2, . . . of real numbers is
to write down the generating function of the sequence, defined as

G(s) =

∞∑
k=0

uns
n.

This is an important concept that can be used to model systems of multiple
objects where there is uncertainty in the number of objects. This lecture is
mainly concerned with applications of this concept, and how it can be used.
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Example 8 (Taylor (or Maclaurin) series). The Taylor series of a real-valued
function f(x) that is infinitely differentiable in the neighbourhood of 0 is the
power series

f(x) ≈
∞∑
n=0

f (n)(0)

n!
xn,

where f (n)(0) is the nth derivative of f evaluated at 0.

Definition 13 (Probability generating function (p.g.f.)). Many random vari-
ables take values in the set of non-negative integers. Let pX(k) = P (X = k),
for k = 0, 1, 2, . . . be the mass function that satistfies pX(k) ≥ 0 for all non-
negative integers k, and

∑∞
k=0 pX(k) = 1. Then the probability generating func-

tion (p.g.f.) of X is the function GX(s) defined by

GX(s) =

∞∑
k=0

pX(k)sk.

From this definition, we can immediately see that P (X = 0) = GX(0),
and GX(1) = 1. In the following, we shall identify some other properties of the
p.g.f.. Firstly, we illustrate the concept with two different parameterisations that
you may be familiar with, namely the Bernoulli distribution and the Poisson
distribution.

Example 9 (Bernoulli distribution). Let us suppose that P (X = k) = 0 for all
k > 1. Thus there is either zero or one object. Then the p.g.f. becomes

GX(s) = pX(0) + pX(1)s.

It follows that GX(1) = pX(0) + pX(1) = 1, and that GX(0) = pX(0).

Example 10 (Poisson distribution). The Poisson distribution is a distribution
that can be uniquely characterised by its rate λ > 0. The rate gives both the
mean and variance of the number of objects. The p.m.f. in this case becomes

pX(k) = P (X = k) =
1

k!
λk exp(−λ),

for k = 0, 1, 2, . . .. The generating function is then

GX(s) =

∞∑
k=0

1

k!
λk exp(−λ)sk.

The Poisson distribution is attractive to use since its entire p.m.f. can be
specified by λ, and it models well naturally occurring phenomena, such radioac-
tive decay.
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Exercise 2 (Poisson p.g.f.). Use the Taylor expansion of the exponential func-
tion,

exp(x) =

∞∑
k=0

xk

k!
,

to show that the Poisson p.g.f. simplifies to

GX(s) = exp(λ(s− 1)).

A.2.2 Factorial moments

The mean and variance are the first- and second-order central moments. An-
other useful kind of moment is the factorial moment, defined as follows.

Definition 14 (Factorial moment). The rth-order factorial moment is defined
with

E [X(X − 1)(X − 2) . . . (X − r + 1)] .

The factorial moments are particularly convenient to use as statistical de-
scriptors of the probability distribution that we wish to model, since they can
be determined from the p.g.f. by differentiation, which is shown in the following
lemma.

Lemma 1. The factorial moments can be determined from the p.g.f. as follows

G
(r)
X (1) = E [X(X − 1)(X − 2) . . . (X − r + 1)] .

Exercise 3 (Poisson distribution). Find the rth-order factorial moment of the
Poisson distribution. (Differentiate r-times and set s = 1.)

Exercise 4. Show that it is possible to recover the p.m.f. pX(k) = P (X = k)
via differentiation. Use this to determine the p.m.f. of the Poisson distribution.

A.2.3 Sums of independent random variables

Theorem 1. If X and Y are independent non-negative integer-valued random
variables with generating functions GX(s) and GY (s) respectively. Then the
generating function of the summation X + Y is given by

GX+Y (s) = GX(s)GY (s).

Proof 1.

GX+Y (s) = E[sX+Y ]

= E[sXsY ]

= E[sX ]E[sY ]

= GX(s)GY (s).
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The third line above follows from the fact that for independent random varables
X and Y , we have

E[f(X)g(Y )] = E[f(X)]E[g(Y )],

for any functions f and g.

Exercise 5. Determine the factorial moments and p.m.f. of the product

GX(s)GY (s).

(Hint: Use Leibniz’ formula.)

A.2.4 Branching processes

In this section we discuss branching processes. These will form the basis for
our model for multi-object dynamics for multi-target tracking algorithms in the
following section on probability generating functionals.

Let us consider a sequence Z0, Z1, Z2, . . . of non-negative integer valued ran-
dom variables. Zn is interpreted as the number of objects in the nth generation
of a population. For convenience, it is often assumed that the Z0 = 1. The
probability that an object existing in the nth-generation has k children in the
n+ 1th-generation is given by pk. Note that we assume that this probability
is independent of the generation number. We further assume that each object
reproduces independently of other objects.

More explicitly, let us consider the probability generating function

G(s) =

∞∑
k=0

pks
k,

where |s| ≤ 1, and s is a complex variable. Now consider the sequence of
generating functions formed by composition, i.e.

G0(s) = s

G1(s) = G(s)

. . .

Gn+1(s) = Gn(G(s)),

for n = 0, 1, 2, . . ..

Exercise 6. Suppose that the generating function at generation n is given by
Gn(s), and that of generating n + 1 is given by Gn+1(s) = Gγ(s)Gn(G(s)).
Compute the first-order factorial moment of Gn+1(s).

A.2.5 Joint generating functions

To use generating functions for inference problems, we need to consider generat-
ing functions of two variables. We will firstly define joint generating functions,
and then use them to determine the conditional p.m.f. and factorial moments
via differentiation.
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Definition 15 (Joint generating function). The joint generating function of
non-negative integer-values random variables Z and X is defined with

GZ,X(s, t) = E[tZsX ] =

∞∑
m,n=0

pZ,X(m,n)tmsn.

Example 11. The conditional p.m.f. pX|Z is given by:

pX|Z(n|Z = m) =
pZ,X(m,n)

pZ(m)
=

1
n!

∂m+n

∂tm∂snGZ,X(t, s)
∣∣∣
t=0,s=0

∂m

∂tmGZ,X(t, 1)
∣∣
t=0

pX|Z(n|Z = m) is the probability that X = n given that Z = m.

Similarly, the conditional nth-order factorial moment µ
(n)
X|Z is given by:

µ
(n)
X|Z(Z = m) =

∂m+n

∂tm∂snGZ,X(t, s)
∣∣∣
t=0,s=1

∂m

∂tmGZ,X(t, 1)
∣∣
t=0

µ
(n)
X|Z(Z = m) is the nth-order factorial moment of X given that Z = m. In

particular, µ
(1)
X|Z(Z = m) is the mean value of X given that Z = m.

Exercise 7. Consider the joint generating function

GZ,X(t, s) = Gκ(t)Gp(sGL(t)),

where

Gκ(t) = exp(λ(t− 1))

Gp(s) = exp(µ(s− 1))

GL(t) = 1− pd + pd · t.

Find the conditional first factorial moment µ
(1)
X|Z(Z = m).

Exercise 8. Suppose that the joint generating function factorises as the product
of two generating functions, as follows

GZ,X(t, s) = GX(s)GZ(t).

Show that the conditional p.m.f. pX|Z(n|m) is equal to pX(n). What does this
say about the dependencies between X and Z?
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A.3 Probability generating functionals

In this section we extend the ideas from the previous section to deal with multi-
object probability densities. In order to do this, we need the notion of a func-
tional, or variational, derivative. We introduce directional derivatives next, and
then show how these are used to determine joint probability densities and facto-
rial moment densities, from probability generating functionals, a generalisation
of probability generating functions. Following this, we apply these concepts to
spatial branching processes and for Bayesian estimation.

A.3.1 Functional derivative

Functional derivatives are used in physics for calculating quantities related to
many-particle systems in quantum field theory. In multi-target tracking, we use
them to determine practical algorithms.

Definition 16 (Functional derivative). Suppose that we have a functional f(h),
whose argument is a function of a single-object state variable h(x). Then the
functional derivative of f(h) in direction ϕ(x) is given by

δf(h;ϕ) = lim
ε→0

f(h+ εϕ)− f(h)

ε
.

Usually, we differentiate with respect to some arbitrary function ϕ(x), and
then set ϕ(x) = δy(x).

Example 12 (Linear functional). Consider a linear functional defined with

f(h) =

∫
h(x)s(x)dx.

Then the functional derivative is found with

δf(h;ϕ) = lim
ε→0

∫
(h(x) + εϕ(x))s(x)dx−

∫
h(x)s(x)dx

ε

= lim
ε→0

ε
∫
ϕ(x)s(x)dx

ε

=

∫
ϕ(x)s(x)dx.

Now set ϕ(x) = δy(x), then

δf(h; δy) = s(y).

The functional derivative obeys the usual linearity property, and product
rule. Note that the chain rule below has a bit of a strange form since it does
not factorise in the usual way.

δ(f1 + f2)(h;ϕ) = δf1(h;ϕ) + δf2(h;ϕ)

δ(f1 · f2)(h;ϕ) = δf1(h;ϕ)f2(h) + f1(h)δf2(h;ϕ)

δ(f1 ◦ f2)(h;ϕ) = δf1(h; δf2(h;ϕ)).
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Example 13 (Exponential of linear functional). Let us consider an example
of the chain rule on the composition of the exponential function and a linear
functional

δ exp(f(h);ϕ) = lim
ε→0

ε−1 (exp(f(h) + εf(ϕ))− exp(f(h)))

= lim
ε→0

ε−1 exp(f(h)) exp(εf(ϕ)− 1)

= f(ϕ) exp(f(h)),

where we use the fact that

lim
ε→0

ε−1(exp(εy)− 1) = y.

The next theorem, derived recently, generalises Faà di Bruno’s formula for
general differentials.

Theorem 2 (Faà di Bruno’s formula [1]). The generalised form for the nth-
order derivative is as follows.

δn(f ◦ g)(x; η1, . . . , ηn) =
∑

π∈Π(η1,...,ηn)

δ|π|f
(
g(x); δ|ω|g (x; ξ : ξ ∈ ω) : ω ∈ π

)

A.3.2 Generating functionals

The generating functional generalises the generating function by allowing for a
formal power series in a functional variable h.

Definition 17 (Generating functional). Let h : X → R be a test function.
Every functional G continuous in the field of continuous functions can be rep-
resented by the expression

G(h) =

∞∑
n=0

1

n!

∫ ( n∏
i=1

dxi h(xi)

)
gn(x1, . . . , xn),

where the functions gn : X → R are a sequence of continuous functions associ-
ated to G and independent of h. By convention, the first term g0(∅), which is a
constant, is included in the summation.

Example 14 (Correlation functions). In quantum field theory, physicists de-
scribe many-particle systems through the composition of an exponential function
and a generating functional of connected Feynman diagrams, so that

Z(h) = exp(W (h)),

where

W (h) =

∞∑
n=0

1

n!

(∫ n∏
i=1

h(xi)dxi

)
wn(x1, . . . , xn).
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In this case, the correlation functions zn(x1, . . . , xn) that describe Z(h) are
found with

δnZ(h; δx1
, . . . , δxn

)|h=0 ,

where we find that

z1(x) = w1(x)

z2(x1, x2) = w2(x1, x2) + w1(x1)w1(x2)

z3(x1, x2, x3) = w3(x1, x2, x3) + w1(x1)w2(x2, x3) + w1(x2)w2(x1, x3)

+ w1(x3)w2(x2, x1) + w1(x1)w1(x2)w1(x3)

Definition 18 (Probability generating functional). The probability generating
functional, or p.g.fl., of a probability distribution P is defined as the expectation
value of the symmetric function ω(xn) =

∏n
i=1 h(xi), so that

G(h) =

∞∑
n=0

1

n!

∫ ( n∏
i=1

dxi h(xi)

)
pn(x1, . . . , xn),

The p.g.fl. is convenient for stochastic modelling with point processes. For
example, suppose that we have two independent point processes specified by
p.g.fl.s G1(ξ) and G2(ξ). Then it is straightforward to show that the superpo-
sition of these processes is found with

G(ξ) = G1(ξ)G2(ξ).

Example 15 (Bernoulli point process). Let us suppose that P (X = k) = 0 for
all k > 1. Thus there is either zero or one object. Then the p.g.f. becomes

G(h) = p0 +

∫
p1(x)h(x)dx.

Example 16 (independent, identically distributed (i.i.d.) cluster process).

G(h) =

∞∑
n=0

1

n!

∫
ρ(n)

(∫
dxh(x)s(x)

)n
,

where ρ(n) is a probability mass function, and each object is independent, and
identically distributed according to s(x).

Example 17 (Poisson process). The p.g.fl. for the Poisson process is given by

G(h) = exp(λ(f(h)− 1)),

where f(h) =
∫
h(x)s(x)dx is a linear functional.



A.3. PROBABILITY GENERATING FUNCTIONALS 59

Using the p.g.fl.

In a similar way to finding the factorial moments from the p.g.f., we can find
factorial moment densities from the p.g.fl. via differentiation. However, instead
of using ordinary derivatives, we use variational derivatives.

Rule 6 (Factorial moment densities and Janossy densities). The kth-order den-
sity functions can be determined from the p.g.fl. as follows.

m(x1, . . . , xk) = δkG(h; δx1
, . . . , δxk

)
∣∣
h=1

p(x1, . . . , xk) = δkG(h; δx1
, . . . , δxk

)
∣∣
h=0

Example 18 (Poisson point process). The p.g.fl. of a Poisson process is given
by

G(h) = exp(λ(f(h)− 1)),

where f(h) =
∫
s(x)h(x)dx.

δG(h; η) = λf(η) exp(λ(f(h)− 1)).

Setting h = 1, we get λs(x). More generally, we have

δrG(h; δx1
, . . . , δxr

) = exp (λ(f(h)− 1))

r∏
i=1

λs(xi)

Then, setting h = 1, we have

m(x1, . . . , xr) =

r∏
i=1

λs(xi),

or setting h = 0, we get

p(x1, . . . , xr) = exp (−λ)

r∏
i=1

λs(xi).

Exercise 9 (Bernoulli point process). Considering the p.g.fl. of the Bernoulli
process

p0 +

∫
p1(x)h(x)dx,

find the first-order factorial moment density.

Exercise 10 (Independent, identically distributed (i.i.d.) cluster point pro-
cess). Find the first-order factorial moment density of the i.i.d. cluster process,
whose p.g.fl. is given by

G(h) = p0 +

∞∑
k=1

pk

k∏
i=1

∫
h(xi)s(xi)dxi.
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A.3.3 Joint probability generating functionals

We now consider a motivating example before extending to joint generating
functionals.

Example 19. Consider the joint functional

F (g, h) =

∫
g(w)h(v)f(w, v)dwdv.

First, let us take the functional derivative with respect to g in the direction φg,

δF (g, h;φg) =

∫
φg(w)h(v)f(w, v)dwdv.

Now, take the functional derivative with respect to h, i.e.

δ2F (g, h;φg;φh) =

∫
φg(w)φh(v)f(w, v)dwdv.

Let us set φg = δz and φh = δx. Then

δ2F (g, h;φg;φh) =

∫
φg(w)φh(v)f(w, v)dwdv = f(z, x).

Now let f(z, x) = p(z, x) be a probability density function. Note that, ac-
cording to the rules of conditional probability, p(z, x) = p(z|x)p(x), so that

δ2F (g, h;φg;φh)
∣∣
φg=δz,φh=δx

= p(z|x)p(x),

and that

δF (g, 1;φg)|φg=δz
=

∫
p(z|v)p(v)dv,

which means that Bayes’ rule can be written as

p(x|z) =
p(z|x)p(x)∫
p(z|v)p(v)dv

=
δ2F (g, h;φg;φh)

∣∣
φg=δz,φh=δx

δF (g, 1;φg)|φg=δz

.

Bayesian estimation

Now consider a joint functional [7]

F (g, h) =

∞∑
n,m=0

1

n!

1

m!

(∫ n∏
i=1

h(wi)dwi

)∫ m∏
j=1

g(vj)dvj

 p(v1, . . . , vm, w1, . . . , wn).

Then, clearly we have

δn+mF (g, h;ϕz1 , . . . , ϕzm ;ϕx1
, . . . , ϕxn

)
∣∣
h=0,g=0

= p(z1, . . . , zm, x1, . . . , xn),
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when we set ϕy = δy. Hence, we can find

p(x1, . . . , xn|z1, . . . , zm) =
p(z1, . . . , zm, x1, . . . , xn),

p(z1, . . . , zm),

=
δn+mF (g, h;ϕz1 , . . . , ϕzm ;ϕx1

, . . . , ϕxn
)|h=0,g=0

δmF (g, 1;ϕz1 , . . . , ϕzm)|g=0

It can often be convenient to find the generating functional of p(x1, . . . , xn|z1, . . . , zm),
which can be found with

G(h|z1, . . . , zm) =
δmF (g, h;ϕz1 , . . . , ϕzm)|g=0

δmF (g, 1;ϕz1 , . . . , ϕzm)|g=0

.

We can determine the mean from this with

D(x) = δG(h|z1, . . . , zm;ϕx)|h=1 .

This is known as the Probability Hypothesis Density or PHD.

Exercise 11 (The Probability Hypothesis Density filter). Let’s look at the PHD
filter update (page 1173 of Mahler’s 2003 AES paper), and consider a joint
functional of the form

F (g, h) = Gκ(g)Gp(hGL(g|·)),

where

Gκ(g) = exp(λ(

∫
c(z)g(z)dz − 1)),

is the Poisson p.g.fl. for false alarms where λ is the average number of false
alarms;

Gp(h) = exp(µ(

∫
s(x)h(x)dx− 1))

is the prior p.g.fl., where µ is the average number of targets, each of which
distributed according to s(x); and

GL(g|x) = 1− pD(x) + pD(x)

∫
g(z)f(z|x)dz

is the Bernoulli detection process for each target where the probability of detect-
ing each target is pD(x) and the likelihood of observing measurement x condi-
tioned on x is given by f(z|x). In this case, we have the joint p.g.fl.

F (g, h) = exp

(
λ(

∫
c(z)g(z)dz − 1) + µ(

∫
s(x)h(x)GL(g|x)dx− 1)

)
.
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To find the PHD filter update, firstly find the functional derivative of F (g, h)
with respect to g in the direction ϕz1 = δz1 . Now differentiate again in the di-
rection ϕz2 = δz2 . Generalise to find the mth derivative of F (g, h) in directions
δz1 , δz2 , . . . , δzm . Now determine the updated p.g.fl. G(h|z1, . . . , zm). Differenti-
ate again to obtain the updated PHD, D(x|z1, . . . , zm) and show that it is equal
to

D(x|z1, . . . , zm) = µs(x)(1− pD(x)) +
∑
z∈Z

pD(x)f(z|x)µs(x)

λc(z) + µ
∫
pD(x)s(x)f(z|x)dx

.

Exercise 12. Suppose that Gp(h) = 1− p+ pf(h), where f(h) =
∫
s(x)h(x)dx,

and find the updated PHD [6].


